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Language Generation through Multiagent Debate

[Expectation]
« Same answer - confidence increases
* Inconsistent answer = cross-examination by conducting debate procedure
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Language Generation through Multiagent Debate

[Expectation]

« Same answer - confidence increases
* Inconsistent answer - cross-examination by conducting debate procedure

User Input: A treasure hunter found a buried treasure chest filled with gems. There were 175 diamonds, 35 fewer rubies than

diamonds, and twice the number of emeralds than the rubies. How many of the gems were there in the chest?

Agent 1: Let x be the number of rubies. Then the number of diamonds is 175.
And the number of emeralds is 2(x-35), since there are twice as many
emeralds as rubies and there are 35 fewer rubies than diamonds.

To find the total number of gems, we add the number of diamonds, rubies,
and emeralds: Total gems = 175 + x + 2(x-35) = 3x + 105.

We don't know the exact value of x, but we do know that it represents the
number of rubies, which is less than 175 (since there are 35 fewer rubies than
diamonds). Let's try some values of x: If x = 50, then the total gems = 3(50) +
105 = 255, If x = 100, then the total gems = 3(100) + 105 = 405.

Since we know there were fewer rubies than diamonds, the answer must be
closer to 255 than to 405, After some trial and error, we can find that x =40
gives us: Total gems = 3(40) + 105 = 225,

X

Agent 2: If there were 175 diamonds,
then the number of rubies is 35 fewer,
or 175 - 35 = 140 rubies.

And since there were twice as many
emeralds as rubies, we can represent the
number of emeralds as 2 * 140 =280
emeralds.

To find the total number of gems in the
chest, we can add up the number of
diamonds, rubies, and emeralds:

175 + 140 + 280 = 595, Therefore, there

were 595 gems in the chest. o

User Input: Using the solutions from other agents as additional information, can you give an updated response....

(Copy Agent 27s reply)

(Copy Agent 17s reply)

Agent 1: Given the information provided in other agents' solutions, we have
two answers: One agent found that the number of rubies is 40 and the total

number of gems is 225. Another agent found that the number of rubies is
140 and the total number of gems is 595.

We know that the number of rubies is 35 fewer than the number of

diamonds, which is 175. So the number of rubies should be 175 - 35 = 140,

as the second agent found. However, the agent who found 225 gems
assumed that the number of emeralds is twice the number of rubies minus
35, rather than twice the number of rubies. If we use this assumption, we
zet: Number of rubies = 140. Number of emeralds =2 * 140 - 35 =245,
Total number of gems = 175 + 140 + 245 = 560. Our final answer is 560.

X

Agent 2: After reviewing the solutions
provided by other agents, [ agree with
the second agent who found that the
number of rubies is 140 and the total
number of gems in the chest is 595,
Therefore, my answer to the math
problem is 595.

9

User Input: Using the solutions from other agents as additional information, can you give an updated response....

(Copy Agent 2's reply)

Agent 1: After reviewing the solutions provided by other agents, I agree
with the second agent who found that the number of rubies is 140 and the

total number of gems in the chest is 595. Therefore, my answer to the math

problem is 595,

v

(Copy Agent 1's reply)

Agent 2: After reviewing the solutions
provided by other agents, [ also agree
that the number of rubies is 140 and the
total number of gems in the chest is 595.
Therefore, my answer to the math
problem is also 595. 0
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Experiments

« Tasks:
 [Reasoning] Arithmetic, GSM8K, Chess (best next move prediction)

« [Factuality] Biographies (historical biography generation), MMLU, Chess Move Validity
7hs¢t Ch2 movel| EtEd B

« Baseline: direct response generation (single), self-reflection, multiple answer
generation+voting

« Model: gpt-3.5, (gpt4/llama7b)
« == 37| agents, 2 round=E -4



Experiments

Model Arithmetic (%) + Grade School Math (%) 1+ Chess (APS) +
Single Agent 67.0 £ 4.7 77.0 £ 42 91.4 £ 10.6
Single Agent (Reflection) 72.1 £ 45 75.0 £ 43 102.1+£11.9
Multiagent (Majority) 750 £ 3.9 81.0+39 1052459
Multiagent (Debate) 81.8 £ 2.3 85.0 + 3.5 122.9 + 7.6

Table 1. Multiagent Debate Improves Reasoning Multiagent debate improves the reasoning abilities of language models. Multiagent
results in the table are run with 3 agents and two rounds of debate.

Model Arithmetic GSMSK  MMLU
Model Biographies MMLU Chess Move Validity -

Single Agent 9.0+ 1.6 207+23 41.0+28
Single Agent 66.0 22 639=x48 293+£126 Single Agent (Reflection) 107 +£1.7 21.0+23 397428
Single Agent (Reflection) 683 +29 57.7+5.0 38.8+2.9 Multiagent (Majority) 11.0+18 257425 433+29
Multiagent (Majority) - 67.0 = 4.7 36.0 £ 2.8 Multiagent (Debate) 133+ 19 293426 477429
Multiagent (Debate) 73.8+23 711146 452+ 29

Table 2. Multiagent Debate Improves Factual Accuracy. Multiagent debate improves the factual accuracy. Table A5. Multiagent Debate on chat-Llama 7B. Our approach
also improves the performance of the chat-Llama model.

« Multiagent debate = reflection + multiagent generation - boost in performance




Experiments

Question: What is the result of 104+20%*23+3-11*187 Question: What is the result of 3+7*9+19-21*187
Round 1 Agent 1: 269 €9 Agent2: 369 3 Agent 1: 378 €9 Agent2:-351 €9  Agent3:-357 €3
Round 2 Agent 1:275 & Agent2:275 & Agent 1: -293 & Agent2:-293 &  Agent3:19 €3
Question: What is the result of 4423%6+24-24%127 Question: What is the result of 83+14%*154+20-3%247
Round 1 Agent 1: -244 €3 Agent 2: -146 €3 Agent 1: 236 €9 Agent2:-214 €9  Agent3:210 &9
Round 2 Agent 1: -146 €9 Agent 2: -122 & Agent 1: 160 & Agent 2: 160 @& Agent 3: 160 &
Round 3 Agent1:-122 & Agent2:-122 & Agent 1: 160 @ Agent2: 160 &  Ageni3: 160 &

Figure 4. Illustration of Solving Math. Reasoning between agents is omitted.

Question: Six positive integers are written on the Question: You suspect that your patient has an
faces of a cube. Each vertex is labeled with the enlarged submandibular salivary gland. You expect
product of the three numbers on the faces adjacent to the enlarged gland: A) to be palpable intraorally. B)
the vertex. If the sum of the numbers on the vertices to be palpable extraorally. C) to be palpable both
is equal to 1001, then what is the sum of the numbers intra- and extraorally. D) only to be detectable by
written on the faces? A) 18. B) 13. C) 1001. D) 31. radiographical examination.
Round 1| Agent1: A €9 Agent2:C €9 Agent3:D & Agent1: C @ Agent2:B €9 Agent3:C &
Round2 | Agent1:D & Agent2:D & Agent3:D & Agent1: C @ Agent2:C ® Agent3:C &

Figure 7. Illustration of MMLU. Illustration of debate when answering factual tasks. Reasoning omitted.

« Correct answerOf CHt A Zh= B + CHE agentQ| reasoning s 22 HIE SO Z HEHO

C
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Analysis

Number of agents / Rounds of Debate

Math Accuracy vs Number of Debating Agents
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Figure 9. (a) Performance with Increased Agents. Performance improves as the number of underlying agents involved in debate
increases. (b) Performance with Increased Rounds. Performance rises as the number of rounds of underlying debate increases. Analysis

in both settings on Arithmetic.
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Math Accuracy vs Debate Rounds

2 3
Debate Rounds

4

GSMBK MMLU

85.0+£3.6 67.0+47
89031 71045

Model Arithmetic

Majority Vote (30 Agents) 920+27
Debate (10 Agents 2 Rounds) 960 £ 1.3

Table A4. Multiagent Debate with Many Agents. Our approach
also improves the performance with a very large number of agents.



Analysis

Effect of Debate Length on Accuracy

Debate lengthE =&& 4= AUS

« Short debate: 7|& SEOf| 7|25l update response &-d (B2 FH)
« Long debate: 7|E& 8HE2 Ar&50 update response ‘dd (&2& FH)
Longer prompts -> slower convergence to correct answers / better final consensus

Performance vs Number of Debating Agents Consensus vs Number of Debating Agents

b= -
gso4 ~* Short Debate Prompt ‘,,a-" 95 1 #_,..J* 3P N — 3
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72351 ,r:,p" b5 1 i:' -#- Lang Debate Prompt
70.0{ * 10 15 20 25 30 35 40
10 15 20 25 3.0 35 40 Debate Rounds
Debate Rounds Figure Al. Effect of Prompts on Consensus. Using a short debate
Figure 10. Performance vs Debate Length. Prompts which in- prompt induces faster consensus between agents. Analysis on

duce longer debate improve performance. Analysis on GSMSK. GSMERE.




Analysis

Summarization
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Figure 11. Effect of Summarization. When there are many agents
in a debate, responses from other agents may be first summarized
and then given as context, reducing context length. This operation
improves performance. Analysis on Arithmetic.
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Conclusion

* LLM pretrain2 At E715. O[Ml= 7|&2| LLIMES & Zgot &8
M=o M AIQ| offOF

o=

[ok

=

-world problem0| A ¥ O Z multiagentsE &&=

* Planning A task decomposition / subtask =& & W HOM FIE 2= EEE debate
2fAlol HEE =0

» Cost =A|= 45| S 2|0 OF gt

Method Arithmetic GSM Chess Reasoning Biography MMLU Chess Validity
Single Agent 95.6 £ 5.1 111.5+5.5 8306 2205+ 3.6 91.7+ 5.1 30.0+11
Single Agent (Reflection) 170.2+5.7 155.2+10.2 64.6 + 3.2 209724+ 11.8 97.2+5.9 92.8+16
Multiagent (Majority) 564 £10.7  660.1 £+ 16.2 49.2 + 3.0 1295+ 7.3  422.31+12.3 331.8+£29
Multiagent (Debate) 5481+94 52424117 199.5+5.3 967.1 +43.7 5277+ 17.1 306.1+£1.9

Table A9. Generation Token Cost of Methods on Each Dataset. Average number of generated tokens (summed across all rounds of
debate / convservation) when answering a query per method per dataset.
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« MAD (EMNLP24)

o Affirmative debater
« Negative debater
« Moderator

-

{ Counter-Intuitive Question }

The two circles are externally tangent and there is no relative sliding. The radius of circle A is 1/3 the radius of circle
LB. Circle A rolls around circle B one trip back to its starting point. How many times will circle A revolve in total?

-

r—[ Chain-of-Thought j

Let the radius of circle A be r and the radius of circle B be 3r. The distance circle A travels along the circumference
of circle B is equal to the circumference of circle B, which is 61r. The number of revolutions = (61rr) / (211r) = 6111/
|L21Tr = 3. So, circle A will revolve 3 times in total as it rolls around circle B once.

J

~~
——{  Self-Reflection }——

Reflection:

(1) | have a clear understanding
of the problem.

(2) | have used the correct
formula for the circumference of a
circle and applied it to both circles
to find the number of revolutions.
(3) | have correctly calculated the
number of revolutions of circle A.

Based on the results of my self-
reflection, | am confident that my
answer is correct. Therefore,
circle A will revolve 3 times in total
as it rolls around circle B once.

k X)

—————— - — { Multi-Agent Debate }- — — — — — — — —

|
| | disagree with you. To find the total number of revolutions, we need
I to consider both the rotation around circle B and the rotation of circle

I A itself. Therefore, circle A will revolve 3 times around its own center
(@3 and 1 time around circle B, making a total of 4 revolutions.

| ~
| ﬁ{That'a a valid point, however...
4

| The negative side correctly considers both the rotation of circle A
I around its own center and its rotation around circle B, while the
affirmative side only considers the rotation around circle B.

|
|
|
I
|
| |
I &ﬂ{l see your point, but... ] |
|
|
I
|
|
I
|

¥4 Therefore, the answer is 4. \/_;

Figure 2: Framework of Multi-Agent Debate. Here we designate the devil ("l) as the affirmative side while the
angel (ﬁ) as the negative side. We want the angel to correct the devil’s mistakes.
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Reconcile (ACL24)

C I; rﬁ:é;&;ﬂ:{:}%.];;;l“i l Question: Is August a winter month for part of the world? J (Tﬂlm An::::!g;n"“mn)
: € i
Seecemmne e ———— Foi Phasel: Initial Response Generation ) Round 0
(1) initial response + explanation — ———s & : endtl
Confidence Estimation p." "' | | ==
+ CO nfld ence AH A-I 95% —— 0B : .@‘I’es, parts of the world in |} M Yes, in countries like | .*‘Nu. August is a summer | Yesxli Yesx03 Noxid
il B0% —s 05 ] : Southern Hemisphere... 1 | Australia... { i month.. i I [ ] Ans: Yes
(2) Di SC ussi O n ha Se ) 0% —— 03 E i lam 60% confident ... I | am 70% confident ;, I‘ | am 70% confident ... ,i yes no
N v
p . . : —{(_Phase2: Multi-Round Discussion _} ¥ Round 1|
- (1) results + convincing sample N @-ﬂ . b || ——
- Convincing sample: wrong + | ﬂi‘mi:%;i nsoutem | 3 gty ] o ntorten 3 P 1y — ansves
answer (X AI X_” 9' ) n h uman Convincing Samples c.r-ﬂl . t lam 0% confident.. | 1 lam B0% confident . | | 1am 50% confident _ §
L Question: Can a prime PN TTTTTmmmmem e e Tmmmnmemmmsnnnnnee A
number be represented by the H I'
number of days in a week? E 1 Round 2 I.
explanatlon(correCtlon) Explanation: There are 7 days ' I/_ Bg”
E. 7 EE‘I =) P e Yes x 0.8 Yesx 1.0 Yesx 0.3
—_— in aweek. 7 is a prime number. | e T nae—a f e o mmm==msasdessssamam, 25 X L. B5 X L. B5 X LL
9 |- agent |- O-I Sa ple = S P A .@-‘res, August is a winter . ﬂ\-‘es | agree that Augus : !4".'@5 | think in Southern | [ I ——  Ans: Vi
—_ :| _] QH XFEE' Xl - E i month for partlofthe... !} is a winter month... ! | Hemisphere.. i L ns: Yes
= M (Coiscussion prompt 67 | | *..2TZTIE Lam o0 contidene. | {_Lam 60% confdent . )
ML B oS X7
W'SOoNTT Ssamples
> 7_I F agent% o | % 7C<>I % In QI Pc;k Figure 2: Overview of RECONCILE with ChatGPT, Bard, and Claude2, consisting of three phases: (1) Initial
A Ol 7_” ro1! Response Generation: Each agent generates an initial answer and explanation. (2) Multi-Round Discussion: Each
T M = model is presented with a discussion prompt (as illustrated on the left) and subsequently generates an updated
. answer and explanation. (3) Team answer generation: The team answer 1s determined by a weighted vote at the
(3) Team answer g en eratl on end of each round. The left part of the figure shows the discussion prompt for an agent, consisting of (a) grouped

answers and explanations of all agents from the previous round, (b) estimated confidence, and (c) demonstrations of
convincing samples.

- weighted voting scheme=
2t 825t final answer =&




7| multiagent debate W E

* MoA (Mixture-of-agents) (ICLR25 6/8/8/8)

« Multiple MoA layers

* Proposers
« Aggregator

[Prompi) [Intermediate Chatput) [Intermediate Output) [Tmtermediate Ouiput]
— [ EE=— 1 ——f . [Fial Output]
—— — —_—
— A g g J L — |l' ]
= 1 ] — A
Ao —-_'—i-,_ Aoz i Az l—'
T A | J N fig g R _J N '—'J" Agant
| I S S . H
_— _— Token: D i
- cancalenais T S T L] i. v
L - -
Layer 1 Layer 2 Layer 3 Layer 4

Figure 2: Illustration of the Mixture-of-Agents Structure. This example shows 4 MoA layers where
the first layer has 3 proposers, the second and third layer have 3 aggregators that also serve as
proposers for the next layer, and the last layer has one aggregator.
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Introduction

e 7|Z debate framework

- Typel |-

You are a debater in this discussicn.
Yeu.m.._l ].:na asked to ans!wer a.cerrectm-ass # 2= After careful consideration,
verification task of a deductive reascing £ ] I think that participant A
propasition derived from giwven premises. e ] makes more Senge

You will think the proposition is [Correct]. L Therefore, the proposition
ia [Correct].

Il

- Type 2
You are a debator in this discussion.

¥You will be asked to answer a correctness
verification task of a deductive reasoing
proposition derived from given premises.

You will think the proposition is [Incorrect].
y Farticipant A and B beliwve
the answer i= [Correet].
L i Type 3 i , = Participant € believes the
¥You are the judge in this discussion. e [Inunrmct.]: .
¥ou will be asked to determine which answer Ot N = '.H‘E*-'Ef':‘rer the proposition
iz more plausible. Here are the answers af - - e L. i=s [Correct].

the debaters: .

" - J

Kickstart Prompt Agents Algorithm Result

Figure 2: Our proposed design pipeline of multi-agent discussion frameworks. This pipeline operates by having

agents starting with a kick-start prompt. Then, agents will start discussion by obeying the rules defined in the
algorithm and come to a result in the end.




CMD: Conquer-and-Merge Discussion

CMD Framework

r Stages of CMD ] ~

... I maintain g Therefore, .. I agree that
the proposition tl"c proposition the proposition
is True. is still Truae. is True.

il

v V;? =3

¥ ... Therefore,
[ the proposition

. Therefore,
the preoposition
is False.

‘ -

. o kit ‘ » ‘ i P =

[ q_ncr-\ “i i 1 | [tan}, V_‘% U

1 .5—.']“ Therefore, = . Therefore, ) . Therefore, 1 1 +«« I maintain = . I now believe o & agree that

] ‘V the propeositicon the propositicon the propositicon |@ | the propeosition the answer is T&:he proposition W
1 is True. is Falsae. J.En True. 1 1 is True. Trua. 'i-ilTrue.
1 i 1 q'uufh 7
| | e
1 |

! 1

" . Therefore, I L ... I maintain =, I believe the =>. I still think
the proposition 1 @ the proposition proposition is the answer is
i 1

/ hY

is True. is False. Falsae. True.

is False.

o {

W= -.. I maintain =.. Therefore, “.. Now I agree
the preposition l"e proposition that the answer
is False. iz False. is False.

\

3 agents vote for True.
Reasons: ...

3 agents vote for False.
Reasons: ...

Please decide which opinion
is more plausible.

Final Decision (stage 3) )

Group 2

Figure 3: Overview of the Conquer-and-Merge Discussion (CMD) Framework.




CMD: Conquer-and-Merge Discussion

e CMD Framework

AL

Three stages: (1) Group discussion (2) Voting (3) Final decision(tie®! 4 <0{| 2+ X&)

Stage 1: Group discussion
« Group k 7 4 - Z+Zf agent N |2 +4, ZF agent= 82 %
. K|t 242 0] 2 agent SEE L1 A2 E0IN HE s

—

o

S
o

0

Ml <2l

=
=

I__—

FE >

- CtE 59| SH2 &1 &= UX|Tt explanationO| O ™ E = A=
Stage 2 : Voting
« Maximum round?} EH0{7 fﬁ % agent= voting= %!
+ Vote & A7} tie2}™ Stag =20{4
Stage 3: Final decision

- Extra agent”| final decision

0%




Experiments

Setup

Models: GPT-3.5, Bard, Gemini Pro
Maximum discussion round: 3

Tasks: ECQA(commonsense knowledge), GSM8K, FOLIO-wiki(reasoning)



Analysis of FOLIO-wiki dataset

- Multiagent vs single agent + the strongest prompt

Prompt Components Multi-Agent Discussion (%) Single
« Si ngle agent Q-Desc. A-Desc. Demo.| MAD (3) Debate(3) Debate(6) cMD(6) | Agent (%)
- question description, demo x X x | 6413 7000 6913 7326 | 70.22
v X X 74.13 75.65 76.30 74.13 73.26
X v X 68.91 71.96 71.74 73.89 71.30
e M ultiagent v v X 71.96 70.22 70.00 71.09 73.91
v v v 74.13 75.65 74.78 77.39 76.09

- question description, demo

= dem07 I' Z|S / |'E| E 7c:>| —<|D— ' Table 1: Comparative performance of single-agent settings and multi-agent discussions on FOLIO-wiki using
El—% |:c|3|' tél %%% sin g le 3 g @nt ChatGPT-3.5. Abbreviations are: detailed question descriptions (Q-Desc.), and answer format descriptions (A-
74 L= ol 71X [=Koy! Desc.), demonstrations (Demo.). Only the question itself is used as input when prompt components are disabled.
= J—l- = | | | A O The number next to the framework represents the number of agents.

- CMDE single2LCt &2 H&5
* Prompt composition (detailed question description)

1. In-depth background of the task
2. Answer format description

> well-supported agent can perform on par 3. Task-specific demonstration(meticulous crafted-

th A ' M AZ SCHSH x| WRsH DE ME 2
with discussion frameworks gﬂljﬂg) =2 W7HK| & =




Analysis of FOLIO-wiki dataset

« Evaluation on All Tasks

 Demonstration0] F7Hel 42 single agent?} multiagent= H|=ot d&5

« Demonstration0| §i= 4% multiZ7t £ & 253t Hs

- Expert knowledge or detailed examplesZ} 2l= (MZ2 task) 8%0l= multiagent

discussions Sof LIt Al Hl& & =2 58 &N 7t

Method ECQA GSMSK FOLIO-wiki Average
Direct Demo Direct Demo Direct Demo Direct Demo
Single Agent 63.00 67.00 69.00 83.00 70.22 76.09 6741 75.63

MAD (3 Agents) 55.00 58.00 74.00 78.00 61.25 7413 6342 70.04
Debate (3 Agents) 67.00 65.00 78.00 81.00 70.00 75.65 71.67 73.88
Debate (6 Agents) 65.00 64.00 7400 78.00 69.13 74.78 69.38 72.26
CMD (6 Agents) 64.00 63.00 75.00 83.00 7326 7739 70.75 74.46

Table 2: Results for all tasks, with and without demonstration settings included. Using ChatGPT-3.5.



Two Discussion Error Types: A Case Study

Premises |
)

M M M E E (@) CIAL L advocates of hi ariff rates are Republicans.
° MU|t|agent d|SCUSS|OnO| xEI-J\E|_| 7E:| |__§ E EI-Ol- — g:é!mz Repfjblic;:sgate:tnof[cotnservatFi{veps.bl ]

Z47 ~
= J_|- Proposition II ]

Some conservatives are advocates of high tariff rates.

Input Task

1. Judge mistake:

djo/oo b ﬁ We do not know the relationships between conservatives and ...

. . Therefore, the proposition is unknown.
- single agente= == & &4, multiagent= €57} pop
I

= = o C} AH A‘I Single Agent
=L O H-d OO — s
- . - " -
. CFS == O CF b =) Agent1 law) Agent 2 2 Judge
- u d g e 9_| O—:I| Cél‘ O-” [['|- E-l- 2 H = —*— () (@3 = 2 E T %I- CDHSETYE_':W?S are ... the You are wrong ... the Afte!' reviewing answers,
7 L A—I proposition is unknown. answer should be false. | believe answer is false.
o Discussion Error Type 1: Judge Mistake

) Agent 1 |—| Round 1 |1;I Agent 2 H Round 1 ] ' [@E]I Agent 1 H Round 2

Conservatives are ... the No, no proof shows ... : { After considering, | agree

proposition is unknown. the answer is false. 1 | that the answer is false.
1

Discussion Error Type 2: Wrong Ans.wer Propagation

Figure 4: Two common types of errors that may oc-

_ L0 orCt E gl ©ocCclo =] . _ cur in multi-agent discussions are judge mistake and
Eg L od _? I:IEI- A‘—l od _E = A propagatlon El L wrong answer propagation. These issues can lead to
75' —rE I:||_| I:||_-| Ol = CI.>I circumstances where a multi-agent discussion reaches

an incorrect conclusion, even if single agent can arrive
at the correct one.




Conclusion

Takeaways

o| =2t 4%, multiagent discussionO| BF=A| reasoning skill=
0]

A7 = *% FeEs e
- ISC|)ngIe agent + strong prompt2| 4<% multi-agent discussiondt FAISH 852 2L =+
@)
AA O

2. DemonstrationO| 9= 4% multiagent > single agent

3. Two types of common discussion errors:
(1) Judge mistake
(2) Wrong answer propagation




Thank you
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