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Background

* Negation (negative) Knowledge

- H& ot5 H|0|E = THE-=E positive form ("AFXf= BICHOf| AT}
[CHetA EE0| obs Alof 28 R4 ("ARXE= HICHOf " ACt) & 2 BX| 2t

- Say What You Mean! Large Language Models Speak Too Positively about Negative
Commonsense Knowledge (ACL 2023) ==0i|X LLMs’ belief confiict (shortcut) = =01'H
> LLMs' belief about negative knowledge H&S ol EZUC}.. SFHA]
LLMs' belief conflict phenomenon on negative commonsense knowledge

The Question Answering Task
- Answer the commonsense question.

Do lions live in the ocean?

Question - Answer ="
> <=3
i No Conflict?

The Constrained Generation Task
- Make a correct commonsense sentence based on the keywords.

{ : Keywords ]DB/O:CS”\/{ : 'Sen‘tence

lion, located at, ocean Lions live in the ocean.
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Background

* Knowledge Conflicts 2 Shortcut 2| X}0|
- LLMs O] /=0 CH8HA hallucination @20 3= 29I

- Knowledge Conflict?

: BEIO| LHE X|Al (parametric knowledge 2F XMZE 28
X|A! (non-parametric knowledge) 0| E2tX hallucination
HFAH

= O

- Knowledge Editing & 91L&

- Knowledge Shortcut?
P 20| Y= M|tHZ TFeISHX| 410 St H|O|EOf|A Bo| &

IS HI2 =25l A{ hallucination 2AH
-> Negative knowledge HZ 1S

Question: Which team has won the most FIFA World Cup championships?

I. Contextual Knowledge (Context)

Brazil holds the | | =~ Germany has With a staggering

record for the | OTficially claimed | total of five ~.I think Argentina —
the title of the World Cup has won the most y3e.
" most FIFA World championships. AI

most successful triumphs, the

Cup wins. 2
P national team...

Brazilian...

User Frompt  Dialogue

Retrieved Documents

Intra-memory conflict

Context-memory conflict

Italy is the most successful national team
in the history of the World Cup, having
won four titles {1934, 1938, 1982, 2006).

As of my last update in April 2023, the
national team with the most FIFA World
Cup championships is Brazil. They have
won the tournament a total of five times.

Il. Parametric Knowledge (Memory)

(1) Knowledge Conflict
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Motivation

* Negation Knowledge 2| 24

- Negation E adds depth and nuance to the understanding of language =0l 52

. negation 2 opposite or absence of a statement 2 O|sl|5t= O] =30| &/ { ’gﬁ_, o
0|25 SiAIE & Qo0 2| 20 B fa

- Negation knowledge = ¥4 M|A[of =
. 2ZO0| 20| A+20| Ot K], RS 42

L

ZX{SHH, 22| cognitive skills 0] Z2%t
2I5HX| ZOtOoF & X| Of= &

- Negative knowledge & 22 o5 O|O|E{0]| positive knowledge Off H|8H | Zete|O
CHE-=2f #IX|0FS H|O|E A positive HEHO| 2= IHE0| =52 2R 0

ol
-l




Motivation

* LLMs 7|9t negation 9171 %
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X0 CHst 0| ™ Y110l M= =2 classification tasks Y1718t
. natural language inference, masked word prediction ...

=0 O] 7|& CHEE ¢35 LLMs O 2 S| X| QS

- generative tasks with LLMs 2 negation 911 =&l £ 2T}

- To this end, we study negation in four tasks:

(i) False Premise Completion (FPC),

(ii) Constrained Fact Generation (CFQ)

(iii) Multiple-Choice Question Answering (MCQA)
(iv) Fact Generation (FG)




Overview

Golf balls are not smaller than
basketballs because golf balls are
actually larger in diameter than

[ False Premise ]

Constrained Fact
Completion

Generation

Ronaldinho has
not been awarded

Golf balls are not
smaller than
basketballs because

about 25% larger in diameter
than basketball

(X)

Compose one concise fact
based on the following
keywords: Ronaldinho, FIFA
World Player of the Year, not

the FIFA World
Player of the Year.
(X)
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I
l
I
basketballs. .... So, golf balls are |
I
I
I

- — — — —— —— —— —— —— —— —— —— — —— —— —— —— —— —— — — — — — — — -

Multiple-Choice Question Answering

(A) Iker Casillas (X)

[ (B) David Navas (v) ]

Select all footballers who were not part of the 2010 world
cup winning team (A) lker Casillas, (B) David Navas,
(C) Sergio Javi, (D) David Villa, (E) Marcos Senna

(D) David Villa (X)

Fact Generation

\
Rabindranath Tagore was not the first Asian to He did not compose the national anthems of both
win Nobel...in Literature. (X) India and Bangladesh ( X)

~

-

. \
ert(? five statements about Rabindranath Tagore was not born in Kolkata, but in
Rabindranath Tagore, each a place called Jorasanko, which is ...in present-day
containing a negation and Bangladesh. (X)

presenting factual - -

information. He was not a political activist, but he did write a poem called "Chitto Jetha Bhayo Shunno" (...), which was
adopted as the anthem of the Indian National Congress ( X))

He was not a politician, but he was a key figure
in the Indian independence movement (v/)

e
i

Figure 1: Illustration of the four tasks that deal with negation studied in this work. Responses enclosed in red boxes
(marked with X) are hallucinations while those in green boxes (marked with v') are factually correct.
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Evaluation Tasks (1)

*

False Premise Completion (FPC)

HX™(not)S X&stH= HA
i.e., incorrect presuppositions.)0j| 7|gfot TETEZ J1d
77f7(| CHQINA facts £716HD ‘not’ Do HA K| 2t

BN A| instruct
. ‘complete the given prompt by providing factually
correct information’

DAL A Al 'not” 22 + ArEd U= SEOHOF

. e.g., Saturn is not the second largest planet in our solar
system because
- "because it is actually the sixth largest planet in

our solar system” (AFA A0 A EF2)

M|, = 22 = K| (false premises,

Domain Prompts
The speed of sound is not affected by the
Y — medium through which it travels because
(39%) Heat energy does not transfer from a warmer
% substance to a colder one because
Hydrogen does not have atomic number of 1
because
Saturn is not the second largest planet in our
Astronomy  solar system because
(20%) Jupiter is not bigger than Earth because
The Sahara Desert does not have sand dunes
Chassesy because
(13qg) P The Arctic region does not experience extreme
4 cold temperatures because
: Chickens do not lay eggs because
Aninaals (8%) Tigers are not carnivorous predators because
India did not win the 2011 world cup of cricket
because
Sports (4%) Golf balls are not smaller than basketballs
because
Floppy disks do not have lower storage capacity
Tech.:(3%) than USB drives because
Inflation does not decrease the purchasing
Others (9%) power of money because

The square root of 64 is not 8 because

Table 1: Examples of prompts for the FPC task.
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Evaluation Tasks (2)

*

Constrained Fact Generation (CFG)

- ORI I|QYEE J|HIOZ fact QI A AN

- PEISH| instruct
. 'Compose one concise fact based on the following
keywords'
- 'not'0| IYER QUX|P AUHOR SHtE B s
. e.g [The African Renaissance Monument, Senegal,
tallest statue, not]

Ho

Domain Keywords

Chris Froome, not, Tour de France Winner
Sports (40%) Sachin Tendulkar, not, Cricket World Cup, 2011
not, Luka Modric, Ballon d’Or Winner

Luke Combs, not, Entertainer of the Year, CMA
Entertain Awards
(16%) not, Michael Jackson, Grammy Awards

Award (11%) not, Ardem Patapoutian, Nobel Prize, 2021

Barack Obama, US Presidential Election, not,

Politics (13%) 2008

The African Renaissance Monument, Senegal,

Others (13%) tallest statue, not

Table 2: Examples of keywords for the CFG task.

- "The African Renaissance Monument statue in Senegal is not the tallest statue in Africa”

(factually incorrect)

- "The African Renaissance Monument in Senegal, while being the tallest statue in Africa,

is not the tallest statue in the world".




Copyright © 2024 Natural Language Processing & Artificial Intelligence Lab

Evaluation Tasks (3)

*

Multiple-Choice QA (MCQA)

238 EZYStE= selection-based questionO| multiple
answer choice2t 24 M| S E|H SHIE S35 HEISH0F g

5712| options S 2 4

HH AN US = US

Domain

Question

Sports (20%)

Choose the countries that have not hosted the
Winter Olympics. Options: Finland, Austria,
China, South Korea, USA

Identify all the countries that have never played
a FIFA World Cup Final. Options: Portugal,
Belgium, USA, Germany, Argentina

Entertain
(12%)

Pick the musicians who have not won a
Grammy Award for Album of the Year. Options:
Babyface, John Mayer, Ed Sheeran, Alanis
Morissette, Taylor Swift

Identify the films that have not won an Oscar
for Best Film. Options: Anthony Adverse, The
Irishman, Arrival The Lord of the Rings: The
Return of the King, All the King’s Men.

Geo. (27%)

Identify all European cities that are not capitals
of their respective countries. Munich, Milan,
Rome, Salzburg, Berlin

Identify all African countries from which the
Nile does not flow Options: Egypt, Burundi,
Libya, Chad, Central African Republic

Table 3: Examples of questions for the MCQA task.
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Evaluation Tasks (4)

* Fact Generation (FG)

>

2d= Zelotd Are JEES HAIS

Sports Politics Music Films and TV Science Literature
Cristiano Ronaldo Xi Jinping Michael Jackson Rihanna Albert Einstein William Shakespeare
Lionel Messi Vladimir Putin The Beatles Jackie Chan Marie Curie Akira Toriyama

Neymar Jr. Donald Trump Taylor Swift Katy Perry Isaac Newton Georges Simenon
LeBron James David Cameron Miley Cyrus Deepika Padukone Galileo Galilei Jin Yong
Virat Kohli Narendra Modi Justin Bieber Jennifer Lopez Satyendra Nath Bose J. K. Rowling

Table 4: Names of personalities from six distinct domains considered in the study for FG task.

Fact Generation

Rabindranath Tagore was not the first Asian to He did not compose the national anthems of both
win Nobel...in Literature. (X) India and Bangladesh ( X )

-\

Write five statements about
Rabindranath Tagore, each
containing a negation and L

He was not a politician, but he was a key figure

in the Indian independence movement (/) a place called Jorasanko, which is ...in present-day

Bangladesh. (X)

e "
J Rabindranath Tagore was not born in Kolkata, but in

.

presenting factual
information.

2

He was not a political activist, but he did write a poem called "Chitto Jetha Bhayo Shunno” (...), which was
adopted as the anthem of the Indian National Congress ( X))
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Experiment

* Setups

- Models
. LLaMA-2-chat
. Vicuna
.Orca-2

- Datasets
. 300 instances FPC task (150 each of false premise and correct premise prompts)
. 100 instances each in CFG and MCQA tasks
. 300 instances in FG task
(5 each of without negation and with negation for all the 30 personalities)

- Metrics

. human eval
. (+) LLM-based evaluations (using the Bard model)
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Experiment

* False Premise Completion (FPC) Results & Mitigation Effectiveness

- LLMs O] AF2X} Z 2|0 BERHM SO|5H= &1 At HiAl

L"1 O—

- O

=M (sycophantic behavior)

- mitigation T=f 'false’ premise 0| S78HO0|X|2t ‘correct’ premise 0 8% 4

5 OJ%ICt,

o

L

100

Response LLaMA-2 Vicuna-vl.5 Orca-2

% Distribution of Responses

H 39.33% 58.67% 39.33% =
PH 14.00% 19.33% 20.67% =
CH 46.67% 22.00% 40.00%

20

Table 5: Performance of models on the FPC task.

[0 Correct
=2 Partially Hallucinated
EEA Hallucinated

L

.

% Distribution of Responses

100

80+

60

40

20

@

[ Correct
=21 Partially Hallucinated
A Hallucinated

-

Base

Figure 2: Impact of various mitigation strategies with LLaMA-2 model on the Prompt Completion task. We show

-
+Inst +Inst + Inst Self-
+Exemp +Exemp* Refine

(a) On False Premise Prompts

+ Know

Base

(b

-
+Inst +Inst + Inst Self-
+Exemp +Exemp* Refine

) On Correct Premise Prompts

performance on both false premise prompts and correct premise prompts.

Hallucinated (H), Partially Hallucinated (PH), and Correct (C).

+ Know
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Experiment

* Constrained Fact Generation (CFG) & MCQA Results
- HHEO| thed| IR E ZEoiM MdSt= e [E (CFG)

- LLaMA-2, Vicuna, Orca-2&= 282f B+ 3.117H, 2.77H, 3.84712|

= option &

Models |LLaMA-2 Vicuna-vl.5 Orca-2

Hallucination () |72% 73% 73%

Table 6: Hallucination % of models on the CFG task.

Models 1Baseline LLaMA-2 Vicuna-vl.,5 Orca-2

Perf. (1) | 514%  62.2% 54% 74%

Table 7: Performance of models on the MCQA task.

IIGHGH
o

(MCQA)
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Experiment

* Fact Generation (FG) Results

100 1601
88 88
84 84 Gl
ﬁ 801 7423 73.81 " 801
. g 60 =
O 60- T 601
() Q
t = 48
) 3 a4 44
O 401 S 40
\o S 32
. 24
20 7 201
0: w/o = with w/o with w/o  with wiow/ wiow/ wiow/ wow wow wow
neg neg neg neg neg neg neg neg neg neg neg neg
; Sports Politics Music Films Science Lit.
LLaMA-2  Vicuna-vl.5 Orca-2 &TV

Figure 3: Performance of models on the FG task with ~ Figure 4: Domain-wise performance of LLaMA-2 on
negation (w/ neg) and without negation (w/o neg). the FG task with negation and without negation.
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Findings

* fololst F?
- negation 0| 3R°f 0|7 Y51 SO{LIL
- negation Y1710} L gi210...

-

- HZ QIS EfAT X|QtStD A ol
L

=
(et =10 HE Ef A K|t 1 YL,

* 9lofet 2
- 47tX| Ef A3 M|QHI =0 B AT M2 21&0| Sla

- A L—

(+) Constrained Fact Generation 2t Fact Generation EfA3 0|E9| =&,

- 20| =0{%l sample of CHsH 22 H LI UCH= ©X| 5Hof| =
> 20| E1 U= XARUX| HSE fE B2 2.

- Human eval & main metric @2 AE (automated X)

- mitigation A2 2ff False Premise Completion 0| A2t 24 =2}?
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Strong hallucinations from negation and how to fix them
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Motivation

* Negation H7t9| 0{2{2

-

tot
N
d

——

- EIAE MO =

2
— oNe

210

O

FE|R| 2 27 M2 B0 oHE

F
-

> M2k 2 IO QsiA 371X task generation task (with negation) 2 It
. yes|no question answering
. masked knowledge retrieval (MKR)
. natural language inference (NLI)
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Strong Hallucinations

- et a2 theot O|O| 0] OfL|2f, LMO| 58X o 2 =3 Mdot= L4 1 XpH|0A 2(2

1. =2|82o = SX|(equivalent)?! &S0 *ﬁ CI2 2t& /2 718
. eqg., "]I|'E|E EI-AO' *EE|' '9|. 2k A
LME &= 20| Cisl CH= =&
- LMO| H{A 2o|O|(semantics)2} &

2. LMO| =2|% 2 &(logical contradiction)g &t&% 7t540| 2
.e.g, = "20H= O[F 2[0S == 2171?"
MOI SHE:"Ul, 20h= o[ e|ore| == L Ct."
*7“"':' "20t= O["E|0fe| =2t OVt R ?"
LMe| S&: "Ul|, 20= O|E2|0re| =7} O L|Ct."
> =2|H E._: LMe| =& B0} =2|& Hebd2 FX[OHK| Zoilh= 3

3. =2|H FE(reasoning)0| ZO{E+= 27 IH5J0] St
- LMO| =2[X {Z1e|E M= FX[0FX] ZolH, Zet 20| +HE|HAM o o2fet =2(H 2F T/




* Negation as a constraint on continuations
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Experiment (1)

* Q&A tasks results

BERT 23 CLS EZ2| Cosine Similarity H| 1

. synthetic dataset SYN M/dsjA H{ 8O =2 AFE (pos. & neg. question, answer= Yes/No)
. positive context 2f negative context 2| HIE{ QAL 0.986~1

~> 20| 2EE HM|cH= ofsf 2t

CoQA Ci|O|E{AIS 2 fine-tuning A

. BERT Large 2Z0{|A= 0.34~0. 38 2 Z/2H context 12 52 SFAt
- 2L}, small model 8|A&= negative contextO|A "No"2t Z2i5t= AHgF
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Experiment (2)

* Masked Knowledge Retrieval (MKR) results

- MKR tasks
. context C FO{RZ I [MASK] &2 SHIE HO{ = AR= EfA3
.= context 2t £ context 0| CHet [MASK] prediction H2f0F &
. e.g., A teacher is most likely teaching at a [MASK].
A teacher is not most likely teaching at a [MASK].
. Negated dataset (KS, JS) & positive £ SHA A
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Experiment (2)

* Masked Knowledge Retrieval (MKR) results

- AN H&%tMKR tasks =3
1. LMo 22l S8 3 2ot " top-5" FEE IHHS
. EHX™Oo "[obM JtsAM(relevant alternatives)' £
. e.g., "The capital of France is not Marseille."
- "Ik2|" SO Torx HEg Hafsts Ao R s
ts3dtof g

Al

2.2t 2 THO{0f| CHot 25 Al

3. 24 context, 7| & 2ES 104 = A0 = #Hst
6 =

Model Dataset  Pre-t FT-CoQA A
KS 32751 10751 070
ROBERTa-L | 1¢ 1038/2926 74312926 0/6
KS 30/51 17/51 0/0
BERTL | g 970/2926  814/2926  0/162

Table 1: MKR Accuracy for Roberta-large and BERT-
large with pre-t(raining only)/fine-tuned with CoQA
(FT-CoQA) and A. For Pre-tr and FT, we give #EM
/ # examples. For A we give #EM /# non meaningful
completions.




Experiment (3)

*

NLI results

NLI dataset (RTE, SNLI) O negation 7} ¢ 22 &

ol A ClOJE A 2t55

. aRTE, =SNLI (negated version)

EX™OoZ AL
. =RTE 94%, —SNLI 96%

CtASE A O
=28 =+ U

Llama2 7B 2 =0 C
.=RTE: 43% »> (A
.=SNLI: 71% = (A

= ML %

Z|CH 29%
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Data Env. ' C,-h -C,h -C,-h Ful |
A basic .89 .76 91 .85
L 89 9 .98 94
LACT3) | 89 .76 .16 8
L¢3 |76 6 70 71
A 9% 97 9 96
LA®) |77 &1 67 72
SNU 1y |1 12 43

Table 2: Accuracy on NLI tasks for —RTE and
—SNLI datasets. Abasic accuracies for basic algorithm
assuming sentence wide scope. A: accuracies for
the full algorithm with scoping on the (—)C,(—)h
configurations, given gold labeled (C,h), (h,C"),
P,h). L: Llama predictions with best prompts. LA:
predictions using A given LA predictions for (C, h),
(h,C"), P,h).
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Findings

* qelofgt FH?
- negation 0| 2%t 0|fE =2|H 2O = EOLIY
=0 EAN HH Lt SEE

- NLI £ 54l pos. neg. WIt5t= MZ2 2t
M 22X ojR o 2= ™It {2 20| automated metric &85+

OHM
rlo
=Y

N
gjo

* o|ofot T?
- Context 2t EX|TH A OO E A THEL 128 B 71 XS
> XX 22| negation &= £746t2{™ context 7t I Z0{0f real-world Of 7{7t2

- A% | ol LSt 2BH0| RIS L
NS ofsi EIX|3tEfATDICHXE o] Xjo|

ball
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