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Knowledge Editing in LLM
for Multi-hop Question-Answering
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KE for Multi-hop QA

Knowledge Editing2 edited/updated factsE LLM2| EfH M 40| BEtHSI= 2

SHX| Bt =™ =l X| A2 Multi-hop reasoning0l| 2HIEH| BIESIEE Sl= 42 [ 0|32

[Question]:

What is the capital city of the country where the Next Summer Olympics
will be held?

[Updated Information]:

1. The capital city of United States is New York.

2. The capital city of France is Marseille.

The next Summer Olympic will be held in the United
States. The capital of U.S. is Washington D.C..

J
I——
\
The next Summer Olympic will be held in the France.
The capital of France is Marseille.
J/

The next Summer Olympic will be held in the United
States. The capital of U.S. is New York.
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KE for Multi-hop QA

MQUAKE-CF-3K MQUAKE-T
1 edited | 100 edited All edited 1 edited | Alledited
Method Acc.  Hop-Ace Ace.  Hop-Ace  Acc.  Hop-Acc Acc. Hop-Ace  Acc.  Hop-Acc
LLaMa-2 Size: 7B
FTcor 223 - 2.13 - OoOM - 47.32 - 3.75 -
FT 28.2 7.3 237 0.03 0OOM 00OM 56.48 33.89 1.02 0.37
ROMEcoT 11.17 - 2.87 - 2.77 - 28.96 - 14.4 -
ROME 13.13 5.37 35 0.03 3.63 0.1 24.89 17.99 1.71 0.32
MEMITcor 11.83 - 9.23 - 5.57 - 36.88 - 31.58 -
MEMIT 14.97 6.43 9.4 247 23 0.37 30.89 23.98 25.21 20.13
MeLLo 33.57 9.9 20.0 10.07 17.33 9.9 91.7 0.21 62.58 3.96
PokeMQA (Ours) 44.13 30.6 37.33 27.83 32.83 23.87 75.43 60.44 74.36 60.22
Vicuna Size: 7B
MeLLo 227 7.03 12.83 6.77 10.9 6.7 42.24 1.12 19.86 1.28
PokeMQA (Ours) 45.83 34.8 38.77 31.23 31.63 253 74.57 55.19 73.07 55.09
GPT-3.5-turbo-instruct Size: Undisclosed
MeLLo 57.43 28.8 40.87 28.13 35.27 253 88.12 52.84 74.57 53.53
PokeMQA (Ours) 67.27 56.37 56.0 49.63 45.87 39.77 76.98 68.09 78.16 67.88

7|&9| Editing methodsE2 HE|Z F20] edited factsE XM 2dt= H0f O Aot 252 2 Y
+ £ L20[HE =-ot= YHE2 HE|Z QA 450] 2H of Lt
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PokeMQA: Programmable knowledge editing for Multi-hop Question
Answering

Hengrui Gu!, Kaixiong Zhou?, Xiaotian Han?, Ninghao Liu®,
Ruobing Wang!, Xin Wang'*
1School of Artificial Intelligence, Jilin University
2 Department of Electrical and Computer Engineering, North Carolina State University
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Limitation of Existing KE methods

1. ParameterE =73 5}= KE methods2| 34
- B9l internal weightsE& 83t WHES2, MQAOIA 27 5t= A24H Q1 XA A O|E0 UM HE = XA O]
reasoning0| 3 SHA| 7H£L5|7(| 2

2. External Memory 7|8t HZ O] 57|
-Hz 2| 7|8t w2 XA HE OF question decompositions SHLES] ZEZE LA SA|0 =S A 0 AS (MellLo)

Ol &+ 7HX| 2XE 2dAMZ

1) Edited facts®t original factsQ| 2|0| & J.Lf PS5t £ o2 E TGSt ZHoi |
QALR} E3t=l few-shot prompt LIO| A ZE238| = |7 {22

dlo

2) Q- Decomposition 2t & AE0|2t= 7|50 StL ZEZEQ =2 LM M2 7182 222 =
>> LLMO| edited factsE A8 HE| g FESH=0 2ol 7t &
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PokeMQA
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Question Decompositiond} knowledge editing2 &=t3|

1) Programmable Scope Detector

i
M
2

Multi-hop question2| 2} atomic questionO| HE £l A O #H 2| (scope)Of S SH=X] O &

g(t,q) : T x Q@ — [0,1],

Scope Detector= Pre-detector, Conflict Disambiguator?| & R& 2

- Pre-detector: t2} q2| YH|H S SEHE A Ltot

rot
ot

T HH Ee RALES ALt

I

- Conflict Disambiguator: t2} & concat 3 &, sequence classification2 =3
>> 7t FAFSE edit statementsE 12 7| 9Tt
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PokeMQA

1) Programmable Scope Detector

Scope Detector®| 23 2 edit statement2t 0|0 Cf- 8}= sub-question@ 2 T = HO|HAIZ AIE

L=— lﬂgg(tir Qi)_]Eqann(qjl []Og(l - g(tir QH))] 1
(1)

A=l 2 (pistigerT= Ar8)2 accuracy CHAI Of2fo| & X|HE S8l 2

fjo
0!

7t

Hot

Success Rate (SR): Zt qOf CH3l =HIZ edit statement t 7} 7} 52 g(t, ) & 7tX|=X| B}

1
SRzﬁZJl /E\ (ti, @) > g(t, @) |,

(2)
Block Rate (BR): 2t qOfl T3l SH2X| &2 t2 g(t, )7t 0.5 D[22 AKX =|=X] E7t

1
BR = Z Ll A ta)<05)],
vl (t’q)EDuuﬂ
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PokeMQA

2) Knowledge Prompt Generator

HE|Z 2 QoM &4 entityE At
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| Augmented Input

I Input Question : Who is the head of state of the country where ity Linki External
Messi holds a citizenship? Knowledge

I F Base

I

I

Entity of Question : Messi, a human. -« |

BEX B0 YHE BB, LLM2 29| HA entityS HEts| ottt 2~ /0] A HW sub-questionS SHIZ2H ZE817| (Y &

VL

>> LLMO| pre-trained knowledgeO| RE|E & Q7} CtE = X[Al 0] ZEHE|0f QUX| %S AR
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PokeMQA

T e e, s e e e e e e . \\ [ Prompt Generator M gen 1

Augmented Input

Messi holds a citizenship?

Entity of Question : Messi, a human. <

[
: Input Question : Who is the head of state of the country where ~_|
I
I
l

SV R O i
/" Inference /’l_‘
(1) Subguestion: What is the country of citizenship of Messi? :
() Answer: Messi is a citizen of United States. i
Col
(3) Answer entity: United States | é External Edited Memory ) Signal

Cricket Was created in Finland

(1) subquestion: Who is the head of state of United States?
[ Messi is a citizen of United States |

S —_———— - —————

|
(2) Answer: The president of United States is Joe Biden. :
(3)  Answerentity: Joe Biden | The capital of Canada is Toronto |
(1)  Task No. ' . ) .
Final answer Joe Biden : | Plato was born in the city of Dublin |
External retrieved content e — o J
/ \_ cee J
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Main Result

MQUAKE-CF-3K MQUAKE-T
1 edited | 100 edited All edited 1 edited | Alledited
Method Acc.  Hop-Ace  Acc.  Hop-Ace  Acc.  Hop-Acc Acc.  Hop-Acc  Acc. Hop-Acc
LLaMa-2 Size: 7B
FTcor 223 - 2.13 - OOM - 47.32 - 3.75 -
FT 28.2 7.3 2.37 0.03 OOM 0OOM 56.48 33.89 1.02 0.37
ROMEcoT 11.17 - 2.87 - 277 - 28.96 - 14.4 -
ROME 13.13 5.37 35 0.03 3.63 0.1 24.89 17.99 1.7 0.32
MEMITcor 11.83 - 9.23 - 5.57 - 36.88 - 31.58 -
MEMIT 14.97 6.43 9.4 247 23 0.37 30.89 2398 25.21 20.13
MeLLo 33.57 9.9 20.0 10.07 17.33 9.9 97.7 0.21 62.58 3.96
PokeMQA (Ours) 44.13 30.6 37.33 27.83 32.83 23.87 75.43 60.44 74.36 60.22
Vicuna Size: 7B
MeLLo 227 7.03 12.83 6.77 10.9 6.7 42.24 1.12 19.86 1.28
PokeMQA (Ours) 45.83 34.8 38.77 31.23 31.63 253 74.57 55.19 73.07 55.09
GPT-3.5-turbo-instruct Size: Undisclosed
MeLLo 57.43 28.8 40.87 28.13 35.27 253 88.12 52.84 74.57 53.53
PokeMQA (Ours) 67.27 56.37 56.0 49.63 45.87 39.77 76.98 68.09 78.16 67.88

Table 1: Evaluation results on MQUAKE-CF-3K and MQUAKE-T. The best result is indicated in Bold. The term
‘k edited’ means the size of edit batch is k. ‘COT’ means that the current method uses chain-of-thought prompt,
otherwise the question decomposition prompt; The metrics are multi-hop accuracy (Acc) and Hop-wise answering
accuracy (Hop-Acc) presented in Section 4.1. ‘-’ means the current metric is not applicable to this setting.
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Ablation Study

Knowledge Prompt Generator, Conflict Disambiguatorl| 215 &4

GPT-3.5-turbo-instruct LLaMa-2-TB Vicuna-7B
My Mger, MQUAKE-CF-3K MQUAKE-T MQUAKE-CF-3K MQUAKE-T MQUAKE-CF-3K MQUAKE-T
ledited Alledited 1edited Alledited | 1edited All edited 1edited Alledited | 1edited Alledited 1edited Alledited
- - 49.0 29.93 67.99 55.67 29.33 19.47 59.31 52.19 2137 16.43 54.23 48.39
W - 49.0 34.27 68.09 67.77 29.33 22.87 59.31 59.1 2137 19.37 54.23 54.12
- N 56.07 33.83 68.04 56.32 30.6 203 60.44 53.21 348 2223 55.19 49.68
V' v 56.37 39.77 68.09 67.88 30.6 23.87 60.44 60.22 3.8 253 55.19 55.09

Table 2: Ablation results of PokeMQA and its variants in terms of Hop-Acc. We also provide the results in terms of
Acc. in Appendix A.

—— PokeMQA 0
—=— PokeMQA wio My
—i— PakeMOQA wio Mgg,
PokeMOA w/o Mggn, Mais

= FT 3 MeLLo
=1 MEMIT B PokeMQA

= FT 3 MeLLo
= MEMIT I PokeMQA

9 00 1000 1500 2000 2500 3000 4
Size of Edit Batch 2-hop

J-Hup 4-ﬁ0p Z-Hop 3-hop 4-hop

Figure 3: Left: Hop-Acc across multiple variants of PokeMQA with varying size of edit batch, utilizing GPT-
3.5-turbo-instruct as the base language model on MQUAKE-CF-3K. Middle, Right: On MQUAKE-CF-3K, Acc.
and Hop-Acc results for 2,3,4-hop questions, utilizing different knowledge editing methods. The experiments is
conducted on LLaMa-2-7B with the size of edit batch is 1. Extra results is provided in Appendix A.
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Introduction

Multi-hop QAOIA 7| & X4 HY S S2| otA

1) single-hopOf Lt edit | £ 2 HE o= e (Tat0|HE =85t 4 ES)

2) QAO| HR3otrelated factsE AM3| 2= M0 o|E + FEO| HYY+E H 0T

3) XA O AlZtof h2t #Hot= S5 SE0lA Latd UA BtEoH| o= Information evolves over time

Boris Rishi
B ———

British Prime Minister [ e Sunak

Who is married to the

2-hop QA British Prime Minister?
Boris Carrie
lohnson Symonds head of :
x government

UK

—s Spouse
Rishi — Akshata

Sunak Murty

12
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GMelLLo

GMelLLo(Graph Memory-based Editing for LLMs)

1) XA S YO 0|ESHY| flof RE 2 fEfDIHE =ZotALE, 9 F o H 22| mjet0|HE 85t A i,
LLMS A0 20 250 2 E KGO 28tE AL, O T F2| £ O3idts JH 2 AE

2) Cieolfacts7t X £HO R YHO|EL = &M e RHO| 28 10| MQAZL 7HS3HEE St 0| SH
- edit statement2 trlpIeE Hatst KGO YO0l E
- BN EROAM LLME 23| relation chaing == -> X3} =l 2|2 Hzt
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GMelLLo
S -
: GMelLo (" FormalQuery )i
X SELECT DISTINCT ?id ?label |
1
! Relation Chain W’:‘:’;E {."-RO " i
————————————————————— ~ ! Eeyore->creator->?x- ent:EUrel:RU £x. i
E Questions & Edited Facts E ' >child->?y->country TEF?I?:‘ME ; X mf;‘_g; Z" :
! ] ] Ak of citizenship->?z- .py re. pz :
. Multi-hop question ! >capital->?m .;ref:Rs' ?id. :
'| *  What is the capital of the ok ?id rdfs:label ?label. \
! country of citizenship of the | : } |
. : child of the creator of Eeyore?|: |- » QA \UM'!T 1 !
© I
] wre |
u:) ' v 1
& ' ik - | Final |
E i ' |+ Retrieve { Relevant Edited Facts } " Answer || KBQA |
E ' mh + A.A. Milne's child is Cosette 3.4 '
- :/ Edited Facts \’: 1 I :
oy if e The headquarters of Yamaha |1 || '
% ! C.orpc;:ratiﬁn Ls located in the .5_‘ E 4 Edited Fact Triples ™ !
§ . clty of Nalka-ku. . . + <Yamaha Corporation, headquarters |
: : + The au:alt;itz_uf D:wd : ! location, Naka-ku> '
=) | Copperfield is Thomas Mann. 1| |+ + <David Copperfield, author, Thomas ———# |
£ | + Star Trek was created by Lo Mann> i
. ] 1
g ; Stephen King. | X + <Star Trek, creator, Stephen King> !
e ...
i\ i - ) ,.
g 14
O
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GMelLLo
S -
: GMelLo (" FormalQuery )i
' SELECT DISTINCT ?id ?label |
1
! Relation Chain W’:‘:’;E {."-RO " i
————————————————————— ~ ! Eeyore->creator->?x- ent:EUrel:RU £x. i
f Questions & Edited Facts ‘: ; >child->?y->country TeFr;-Inl?rI‘ate ; X mf;‘_g; Z" :
: _ : 2 of citizenship->?z- .py res pz :
' Multi-hop question ¥ >capital->?m ?z rel:R3 ?id. !
'| *  What is the capital of the L ?id rdfs:label ?label. .
! country of citizenship of the : } |
| hild of 2 H s LIMIT 1 !
Q. . child of the creator of Eeyore?|i |4 > QA U J\
| @ =
o | 1 T L 1
[0} ]
= ! 2k - .| Final '
£ ; i k| Retrieve { Relevant Edited Facts } Answer || KBQA |
g ! o « A.A. Milne’s child is Cosette —(3.4 \
£ :/ Edited Facts \: ' |
oy if e The headquarters of Yamaha |1 || |
£ )| Corporation is located in the .| | 4 Edited Fact Triples ) X
a I § N 1 |
§ . X _T_:V of :l:ka I;uD i ! : » <Yamaha Corporation, headquarters :
- : c i b GI::IC" T:w " L location, Naka-ku> '
3 1 oppernieidis Thomas Mann. |, 1o + <David Copperfield, author, Thomas |
g e Star Trek was created by : i Manns X
" ] 1
g : 3iaphian| K : | « <Star Trek, creator, Stephen King> !
] L
I\ i o / ‘
" N e e e m e e m ST E T EEEEEEEE ST T TS ST T e T e e mmmm e ——————————— -
3 15
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Extracting Fact Triples

Edit facts(AtH O] 2&) 7t FOIX|H, <s, 1, 0>2| fact tripleg =0 2, KGO| YO 0|E

= X

- Few-shot prompt + instruction® £l triple® ==3}= U™ E in-context learning

El

- TripleQ| relation2 A& ff, A Of HO| 8l & relation E|AEE prompt0f| ZEaHAIZ

- Subject, object= 2HOUM F= r
Prompt for Transforming the Edited Sentences to Triples
Sentence: The headquarters of University of Cambridge is located in
the city of Washington, D.C.
Relation Chain: University of Cambridge->headquarters location-
>Washington, D.C.

>>> X FHOE A0 2 S YHCE KGO EESE <s,1,0>8 F

I
rot
ot

Given the above samples, please help me analyze the relation chain
KG (Wikidata) A S8t < s, r,? > triple2 &OFA CHA| SFAHLE =7} of the following sentence. All the relations should be selected from
['country of origin','sport’, ...].
Sentence: The chief executive officer of Boeing is Marc Benioff
. Relation Chain: )

Figure 3: The prompt used for transforming edited fact
sentences to triples.
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GMelLLo
GMelLo (" FormalQuery )i
SELECT DISTINCT ?id ?label |
Relation Chain W!;{EEE {."-RO " i
————————————————————— ~ Eeyore->creator->?x- ent:EUrel:RU £x. i
f Questions & Edited Facts ‘: >child->?y->country TEFV;'I'I?:‘ME .:x refr;.g; :y !
: _ ) | of citizenship->?z- .py res pz :
| Multi-hop question ¥ >capital->?m ?z rel:R3 ?id. !
'| *  What is the capital of the AL ?id rdfs:label ?label. .
! country of citizenship of the | ! } |
. | child of the creator of Eeyore?|: | > QA \ LIMIT 1 |
- | |
| il - |
s : o Relevant Edited F o Final L vBaa |
| R e LATSWer >
£ :/ Edited Facts A — ‘ |
oy if e The headquarters of Yamaha |1 || '
% ! C.orpc;‘ratiﬁn Ls located in the .5_‘ E 4 Edited Fact Triples ™ !
§ ' . c:va Nha a—fu. id ! : + <Yamaha Corporation, headquarters :
- ! The au:ralt('ﬂc_u D:w [ location, Naka-ku> '
3 | Copperfield is Thomas Mann. || |1 + <David Copperfield, author, Thomas | |
g | + Star Trek was created by ! Manns X
3 1
g ; Stephen King. | + <Star Trek, creator, Stephen King> !
e ...
; IK _,/ : - J ’I
3 17
O
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Extracting Relation Chain from Question Using LLMs
Multi-hop QAOM & Tt facts Bt = ©E 7+ = 8l1, o2 factsE chaindt| F=E5H0F &

“What is the capital of the country of citizenship of the child of creator of Eeyore?"

GMelLLo= HZ0| BA|M2E LIEFH Entity (Eeyore)E S22 2%2| 9|0| & sl 51,
o™ relat|on0§ O™ EntityQt YA E =X E =&

sentences to relation chains.

s ™
s Few-shot prompt®f instruction2 & relation chaing F&3l= Frampt for Trnsforming Ehe Chiesiion sentences to Relotian Chalns
g A & in-context learning Question: What is the birthplace of the author of "The Little Match

s, Girl"?

E Relation Chain: The Little Match Girl-=author->?x->place of birth-

5 Y S 7| ® Of2f 9 2+ relation chaing =& >ty

2

°§ Qumti-:m Given the above samples, please help me analyze the relation chain

% What is the capital of the country of citizenship of the following sentence. All the relations should be selected from

% . 9 ['country of origin','sport’, ...].

g ﬂf rhe‘chlid ﬂf fhe creator Of Eeyﬂre. Question: What is the continent where the CEO responsible for

2 Relation Chain developing Windows 8.1 was born?

3 Eeyore->creator->?x->child->?y _Relation Chain: y
g ->country of citizenship

S ->?z->capital->7m Figure 4: The prompt used for transforming question
©

5

§
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GMelLLo
{ GMelLo " FormalQuery )i
[}
X SELECT DISTINCT ?id ?label |
1
! Relation Chain W:’_':’;E {.f-RO . i
————————————————————— ~ ! Eeyore->creator->?x- i i
E Questions & Edited Facts E ; >child->?y->country TEF?I?:‘ME ; X mf;‘_g; :" !
! . . 1| of citizenship->?z- .py rex pz \
| Multi-hop question K >capital->?m ?z rel:R3 ?id. !
'| *  What is the capital of the ok ?id rdfs:label ?label. |
! country of citizenship of the | : } |
g ‘| child of the creator of Eeyore?| | > QA \ LIMIT 1 !
© I
] e =
u:) ' v 1
& ' ik - | Final |
= | L Retrieve { Relevant Edited Facts } | Answer | KBQA |
g ! [ «  A.A. Milne’s child is Cosette 3.4 '
- :/ Edited Facts \’: 1 I :
oy if e The headquarters of Yamaha |1 || |
% ! C.orpc;:ratiﬁn Ls located in the .5_‘ E 4 Edited Fact Triples ™ !
g . city of Naka-ku. . . + <Yamaha Corporation, headquarters |
g N The au:alt;itz_uf D:wd : : location, Naka-ku> |
=) | Copperfield is Thomas Mann. 1| |+ + <David Copperfield, author, Thomas ———# |
£ | + Star Trek was created by Lo Mann> i
. ] 1
g ; Stephen King. | X + <Star Trek, creator, Stephen King> !
e ...
; I\ _,/J : I\ - J ’I
g _____________________ . L T T T T E T R E R E EE E R T e -
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Converting a Relation Chain into a Formal Query

XAHOl 28 HEf Q| QuestionO| M Z ot Relation Chain2 &S| SHZ @I pathZ ALE &

GMelLLoO|M = X 3t=l SPARQLE BHHsHsE7| I8l, AFM O oot ’HIZ 2I0f| ==&l relation chain2 7| ES

PREFIX ent: <http://www.kg/entity/>
PREFIX rel: <http://www.kg/relation/>
SELECT DISTINCT ?id ?label WHERE {
ent:E@ rel:R0 7x.
7x rel:R1 ?y. Relation Chain0j | &st=
7y rel:R2 ?z. " Entity2] ID} O| &
7z rel:R3 ?id.
?7id rdfs:label ?label.

Question

What is the capital of the country of citizenship
of the child of the creator of Eeyore?
Relation Chain =
Eeyore->creator->?x->child->7y
->country of citizenship
->?z->capital->7m

}
LIMIT 1
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GMeLLo
GMelLo (" FormalQuery )i
SELECT DISTINCT ?id ?label |
Relation Chain W’:‘:’;E {."-RO " i
————————————————————— ~ Eeyore->creator->?x- ent:EUrel:RU £x. i
E Questions & Edited Facts E >child->?y->country TEF?I?:‘ME ; X mf;‘_g; Z" :
: . : Ak of citizenship->?z- .py res pz :
' Multi-hop question K >capital->?m ?z rel:R3 ?id. !
'| *  What is the capital of the ok ?id rdfs:label ?label. .
! country of citizenship of the | : } |
. ‘| child of the creator of Eeyore?| | 2 QA \ LIMIT 1 !
& . 1
| @ S
s | at Relevant Edited F Final 1| (Baa |
: e e e eoe| LATSWer 5 |
£ :/ Edited Facts L 3.4 — | |
oy if e The headquarters of Yamaha |1 || |
% ! C.orpc;:ratiﬁn Ls located in the .5_‘ E 4 Edited Fact Triples ™ !
§ ' . C':" 0 Nha a—fu. id ! : + <Yamaha Corporation, headquarters :
- ! The au:f_c'l':_' D:w [ location, Naka-ku> '
3 | Copperfield is Thomas Mann. || |1 + <David Copperfield, author, Thomas |
g | + Star Trek was created by ! Manns X
3 1
g ; Stephen King. | + <Star Trek, creator, Stephen King> !
e ...
; I\ _,/ : - J ’I
I e e e CEEEETL LA LL L L ELLLL et -
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Integrating LLM-based QA and KBQA

GlEf7IR| MBI,

XA 28 HENC| Multi-hop QuestionO| YHE|H, & 71X wAlo= EHHZ &3

= 610 edit statements®| SF O A &2 k 7H2| related factsE ZM
HA

1) Contriever(lzacard et al., 2022) & AFE
A LLMOY 22310l Bl e A

>> HAMSE factsE Questiondt

(=]
=
Sk
o
(==

2) KA EZ0| A relation chaing F=3t 3, Edited KGE Z8310{ KBQA A Z HHEI S HM

Edit triple2t Relation chainO| SHI2H AMH E|H KBQA A|AHI2 SHE EHHE M3t
THOF relation chainO| 2 FEE 22 >>1) o HHOZE WMo HHZ X5 HHO= KiEH
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Main Result

MQuAKE-CF MQUAKE-T

Base Model ~ Method ' 1 100" 121000 k=3000 k=1 k=100 k=500 k=1868

MEMIT 123 9.8 8.1 18 48 1.0 02 0.0

MEND 115 9.1 43 35 382 174 127 4.6

GPT-J-6B  \iilo 203 125 104 08 859 457 338 307

GMeLLo 763 534 495 49.0 869 821 815 81.5

. MeLLo 203 119 11.0 102 844 563 526 51.3
Vicuna-7B

PokeMQA 45.8 38.8 - 31.6 74.6 - - 73.1
GMeLLo 713 465 42.5 419 97.1 86.3 854 85.1

Table 1: Performance comparison of GMeLLo and other approaches on the MQuAKE-CF and MQuAKE-T datasets
using GPT-J-6B or Vicuna-7B as the base language models. Adhering to the methodology outlined by Zhong et al.
(2023), instances are grouped into batches of size k. For the MQuAKE-CF dataset, k varies from 1 to 3000, and for
the MQUAKE-T dataset, it ranges from 1 to 1868. For example, in the MQuUAKE-CF dataset, when k& = 100, the
3000 instances are organized into 30 groups, and the average performance reported as the final result. The metric
used is accuracy.

o
[
o |
[+
(5]
<
[}
>
g
c
K]
©
=
<
=
j=2}
£
0
[%]
Q
o
[=]
o
o
&
[
= 4
o
-
Iy
=
©
z
o
N
o
N
©
£
o
S
(=%
(=]
O

23



257, Natural Language Processing
LLM-Based Multi-Hop QA with Knowledge Graph Integration in Evolving Environments & Artificial Intelligence

Ablation Study

Base Model Method MQUAKE-CF MQUAKE-T
k=1 100 1000 3000 k=1 100 500 1868
QA 71.0 242 143 122 323 18.0 157 155

GPT-J-6B KBQA 433 433 433 433 802 80.2 802 802
GMelLlo 763 534 495 49.0 869 821 815 815

QA 72.6 270 165 135 969 63.0 592 582
Vicuna-7B KBQA 359 359 359 359 736 736 736 736
GMeLLo 713 465 425 419 97.1 863 854 851

Table 2: Ablation study of GMeLLo. QA involves directly using LLM for answering the multi-hop questions.
KBQA involves using LLM to transform edited fact sentences into triples, update WikiData, convert question
sentences into relation chains, and generate formal KG queries for question answering. GMeLLo combines these
methods by using KBQA to correct answers from LLM-based QA.
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Conclusion

1) Multi-hop QA0 edit factsE HE5t= A= OF&IHX| HQ| in-context learning IFE O|F X1 Y S

2) HE|Z T2 2 atomicsub-question2 2 X/ = S Of| 2Sh M= 2[740| LHE (FCH? FX| QCH?)

3) OFEI7X| KE for Multi-hop QAW Al = atomic facts?} chain @Ef 2 O|O{ &l ZH Gt CFE 1 QL

dlo

> o= o WY OfX| 7} BiCt

Graph Question

Decomposition

) Who succeeded the first President of
OO

1. Who was the first President of Namibia? Sam Nujoma
2, Who succeeded Sam Nujoma? Hifikepunye Pohamba

Namibia? Hifikepunye Pohamba
What currency is used where Billy Giles
OO0

1. At what location did Billy Giles die? Belfast
2. What part of the UK is Belfast located in? Northern Ireland
3. What is the unit of currency in Northern Ireland? pound sterling

When was the first establishment that Mc-
Donaldization is named after, open in the
country Horndean is located? 1974

died? pound sterling
O:C

1. What is McDonaldization named after? McDonald’s
2. Which state is Horndean located in? England
3. When did the first McDonald’s open in England? 1974

When did Napoleon occupy the city where
the mother of the woman who brought
Louis XVI style to the court died? 1805

ON®

1. Who brought Louis XVI style to the court? Marie Antoinette
2, Who’s mother of Marie Antoinette? Maria Theresa
3. In what city did Maria Theresa die? Vienna

~ 4. When did Napoleon occupy Vienna? 1805
) How many Germans live in the colonial 1. What continent is Aruba in? South America
Ao_yo holding in Aruba’s continent that was gov- 2. What country is Prazeres? Portugal
O erned by Prazeres’s country? 5 million 3. Colonial holding in South America governed by Portugal? Brazil

4, How many Germans live in Brazil? 5 million

(')_,("\_ When did the people who captured
-~ J\;(_) Malakoff come to the region where
O Philipsburg is located? 1625

1. What is Philipsburg capital of? Saint Martin

2, Saint Martin is located on what terrain feature? Caribbean
3. Who captured Malakoff? French

4. When did the French come to the Caribbean? 1625
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