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Prompt: Explain what artificial intelligence is.
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LLaDA
| Introduction

LLM®e] @4 Autoregressive Model (ARM)

o= g B-E 2] LLM(GPT, LLaMA 5)2 Z7]8# 22 (ARM), &  Causal Language Modeling' 7]9to = 4=

gl

o

d
]

Question: "LLM9] 4] H=zF2 @ Z] ‘Auto—Regressive Modeling' H2]t}-& 349 4T 4= JAE=71"

Answer: "ofYt}.”
LLM9] A £4-2 ARM 21-5-9] Ao] otz}, § A9 7H'E Q] Generative Modeling Principles B] %
 EfAEE ofF|HA, glo|g/EY 7], o] A3 (Fisher consistency) 52| 228 A3t

L ICL, A4 AFg 4= 52 ARMRFe] 880 opd

ARM df 2t o] A& gHA — Reversal Curse (Reversal Reasoning Qo= L2 & o2 FoF)
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LLaDA
| Introduction

LLaDA - Diffusion 229& 53 |28 HAL

23: ARMe] obd 44 297 92348 29)S $a) LLM| 814 gFo] 23D 4 e $H5u4 &

LLaDAS| &2 =
— Forward Process (Data Masking): & djo]g(E&h) o AR 2o & utA T (noise) S F7}
— Reverse Process (Generation): EWAIEH 7|HFS] Mask Predictor’} vf A H EE-E | &(EY)SIE = S5

8 54!
1. Bidirectional DependenciesS AAAHA|

2. Variational Lower Bound, VLB2 & 3}st= Y24 Ql(principled) A4 A ¥4-& &
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|LLaDA
Overview
(@)  Mask all tokens independently (b)  Prompt Response (c) Prompt Response
1 I 0 Il I 1 S =17
+ Mask ratio t ~ U(0,1) H T
e . e = e == >
| } : | A
 Maskpredclr ST |
| } | | ; Vo Vil s
[ I ! I I
: Remask |} 18
<] Masktoken  § Remask =<
I Non-mask token ' Random mask '




LLaDA
| Training

Pre—training (1)

(&) Mask all tokens independently

1
+ Mask ratio t ~ U(0,1)
=< =
|
Mask predictor
| }
1
><] Mask token } Remask

Non-mask token ' Random mask
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TransformerE Mask Predictor= 2%}

: Causal Mask = Non—Causal Mask

- 7]& ARM RYl} g, o= A A4 gL Az

vs LLaMA3 8B
— LLaMA3: GQA / LLaDA: MHA (LLaDA+ KV Caching 2%} x)

- MHAAFE S 2 Solut mlatu] gl FEN 21 242 E4]| Alo] =% ubx

Data

—  Online Corpora: 114 & =8} th=ro] Hlo|g 2.3T
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| Training

Pre—training (2)

(a) Mask all tokens independently

1
+ Mask ratio t ~ U(0,1)
= =
|
Mask predictor
| }
1
><] Mask token { Remask

Non-mask token ' Random mask

Masking & Objective

= [0, 1] HelollA w27 &5 5 7209 AET
- PR ABAx 097 EZS SYHoR ¢
- 7% o] (99%): 4096 E&

- 7FH Zo] (1%): [1, 4096] Helo A HE MEH

Hyperparams
—  AdamW (Weight Decay: 0.1)
— #j%] =27]: 1280 (Global) / GPUY 4 (Local)

—  Warmup—Stable—Decay
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Warmup (2k iter): 0 = 4e—4
Stable 1 (1.2T tok): 4e—4
Decay 1 (0.8T tok): le—4

Final Decay (0.3T tok): le=5
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| Training

SFT

(b) Prompt Response
o ’
mes =
}
Mask predictor
} |

Instruction Following
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LLaDA
| Training

SFT

(b) Prompt Response
A
me =
}
Mask predictor

| |
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Data

— 4509t 7§ €] #4[Code, Mathematics, Instruction—following 5 ths E=H| 9]

Batch & EOS
. prompttresponse®] £l |[EOS| EZ& F715t0] o] &<

- Sha AL dRF EZ o 2 FFste] g (1 PAD Hi4lol £ue=®to o)

Hyperparams

— Epochs: 3

L=}
[S—
(@]
R
e
ol
oy
24

— LR: 2.5¢e-5 Max) [Warm-up: 50 iter =» 2] = 0O}A]
—  Weight Decay: 0.1

—  Batch : 256 (Global) / GPUY 2 (Local)
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| Inference

Predicting (1)
(c)

Prompt Response

= oso=o=<JLLll

- —————————————————————— -

P ¢

R W R W R W R W W R W W e

-------------------------------

Y
dajs ajeipawlalul Uy
L
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LLaDAQ] =&

— AR left—to-right) et EZH =244 A4

"X Non—Autoregressive

~ LLaDA: 3HHDiffusion) ¥4 A9 [54] oZo] 441]

2 I Reverse Generation

AlEF(T=1): ZEZE(p_0) + &3] vt " 39 [M]...[IM]

ol

St —9): [p 0, rt] (Y7 A SH) > npaa o572 Be M) BEZ A 95

Za (T=0): [p_0, r_0] (At 39)

Core Parameter

- T AEY DA Cteps): 8 S=(@824) vs 2 52 12 EFolER

I~

O

B AR AL A IMIE] A (e 256, 512..)
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| Inference

Predicting (2)

(c)

R W R W R W R W W R W W e

Prompt Response

= oso=o=<JLLll

- —————————————————————— -

P ¢

-------------------------------

Y
dajs ajeipawlalul Uy
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4l A=F: Remasking for Efficiency
= AN A5 EZS A BF oA H (A 9] ¥ 2H), diffusion®] transition©]

MA AL HEF ol =<3

2

2 %
2. ZEEZF AY u1&S A mhaAste] rsE A4

Low—Confidence
A M o2 ffalr)] BAlE oA shazeof o

But, annealing 7|9 ol Al 942 ®o} Low—Confidence Remasking 438

Bdo] &% EZE F confidence”’t B2 EZS & £ HeWF A4 o= 2uta
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LLaDA
| Inference

Remasking Algorithm

Algorithm 4 Random Remasking Strategy of LLaDA
Require: mask predictor py, prompt p,, answer length L, sampling steps N

l Set r; is a fully masked sequence of length L. t (Time) = @A e Q] vpA] v|&
. for t « 1 down to — N step + ~ do
3 s=t— L s (Step) = U @A 9] B& up27] HE
4: 1o = argmax,, pg(ro|po, ) # we employ greedy sampling when predicting masked tokens
5: fori<+ 1toLdo
6: if 7} # M then
7: Ty =18
8: else N=4=2 #Ao}H
9: with probability 2, 7{, is set to M
10: end if _ tL
t=1.0=20.75=>0.5=>0.25=> 0.0

11:  end for
12: Ts =T0

13: end for - s=0.752 05920252 00> &=

14: Return rg

A2 t=1 (AE vfA )4 S5 t=0 (HF-SH) L= 7= 74
AA R+ A5 AFE oY AR YR A (discretize) X135

L AF8A7E N 5, 10014 0.07142 N7 S] 29 HA o2 ths
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| Inference

Sampling Strategy for Flexibility

Prompt Response Prqmpt Rese?nse Pro)mpt Rese?nse
_c = = ===
H =< H =< m = ===
. = | EO=O=0= == <<
[ = i = = A = =
| = EE
(a) Autoregressive. (b) Block Diffusion. (c) Block Diffusion LLaDA.

Default: €+ 5] nfAFIH Aejof| A A& (parallel decoding)
(a) AR - LLaDALE 7|E LLMAE & 7%
(b) Block Diffusion — &5 7} Autoregressive

(c) Block Diffusion — Semi—autoregressive
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| Experiments Results (1)

Benchmark Results of Pre—trained LLM:s.

| LLaDA 8B* LLaMA38B* LLaMA27B* | Qwen2 7Bf Qwen2.57B7 Mistral 7B' Deepseek 7BY
Model Diffusion AR AR AR AR AR AR
Training tokens 2.3T 15T 2T 7T 18T - 2T
General Tasks
MMLU 65.9 (5) 65.4 (5) 45.9 (5) 70.3 (5) 74.2 (5) 64.2 (5) 48.2 (5)
BBH 49.7 (3) 62.1 (3) 39.4 (3) 62.3 (3) 70.4 (3) 56.1(3) 39.5(3)
ARC-C 459 (0) 53.1(0) 46.3 (0) 60.6 (25) 63.7 (25) 60.0 (25) 48.1 (0)
Hellaswag 70.5 (0) 79.1 (0) 76.0 (0) 80.7 (10) 80.2 (10) 83.3 (10) 75.4 (0)
Truthful QA 46.1 (0) 44.0 (0) 39.0 (0) 54.2 (0) 56.4 (0) 42.2 (0) -
WinoGrande 74.8 (5) 77.3(5) 72.5(5) 77.0 (5) 75.9 (5) 78.4 (5) 70.5 (0)
PIQA 73.6 (0) 80.6 (0) 79.1 (0) - - - 79.2 (0)
Mathematics & Science
GSMSK 70.3 (4) 48.7 (4) 13.1(4) 80.2 (4) 85.4 (4) 36.2 (4) 17.4 (8)
Math 314 (4) 16.0 (4) 4.3 (4) 43.5(4) 49.8 (4) 10.2 (4) 6.0 (4)
GPQA 25.2(5) 25.9 (5) 25.7 (5 30.8 (5) 36.4 (5) 24.7 (5) -
Code
HumanEval 35.4(0) 34.8 (0) 12.8 (0) 51.2(0) 57.9 (0) 29.3 (0) 26.2 (0)
HumanEval-FIM 73.8(2) 73.3(2) 26.9 (2) - - - -
MBPP 40.0 (4) 48.8 (4) 23.2 (4) 64.2 (0) 74.9 (0) 51.1(0) 39.0 (3)
Chines

CMMLU 69.9 (5) 50.7 (5) 32.5(5) 83.9 (5) - - 47.2 (5)
C-Eval 70.5 (5) 51.7 (5 34.0 (5) 83.2(5) - - 45.0 (5
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LLaDA

| Experiments Results (2)

Benchmark Results of Post—trained LLM:s.

| LLaDA 8B* LLaMA38B* LLaMA27B* | Qwen2 7Bf Qwen2.57B' Gemma2 9B’ Deepseek 7BY
Model Diffusion AR AR AR AR AR AR
Training tokens 2.3T 15T 2T T 18T 8T 2T
Post-training SFT SFT+RL SFT+RL SFT+RL SFT+RL SFT+RL SFT+4+RL
Alignment pairs 4.5M - - 0.5M + - IM + 0.15M - 1.5M + -
General Tasks
MMLU 65.5 (5) 68.4 (5 44.1 (5) - - - 49.4 (0)
MMLU-pro 37.0 (0) 41.9 (0) 4.6 (0) 44.1 (5) 56.3 (5) 52.1(5) -
Hellaswag 74.6 (0) 75.5(0) 51.5(0) - - - 68.5 (-)
ARC-C 88.5 (0) 82.4 (0) 57.3(0) - - - 494 (-)
Mathematics & Science
GSMSK 69.4 (4) 78.3 (4) 29.0 (4) 85.7 (0) 91.6 (0) 76.7 (0) 63.0 (0)
Math 31.9(0) 29.6 (0) 3.8(0) 52.9(0) 75.5 (0) 44.3 (0) 15.8 (0)
GPQA 33.3(5) 31.9 (5) 28.4 (5) 34.3 (0) 36.4 (0) 32.8 (0) -
Code
HumanEval 49.4 (0) 59.8 (0) 16.5 (0) 79.9 (0) 84.8 (0) 68.9 (0) 48.2 (-)
MBPP 41.0(4) 57.6 (4) 20.6 (4) 67.2 (0) 79.2 (0) 74.9 (0) 35.2(-)

KOREA
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LLaDA
| Reversal Reasoning and Analyses

Reversal Curse

. ARMs7} "AE Bo|t}'e} -2 AHALS SH5S off "BE Aojt} gt IHer AHA S 251+ ¢ o822 42
 ARM<2 L2R ®HA] 0 2 A 2lstal Aot E-A A0 EAJo 7 U AJHAS] WHgkA o 733t inductive bias 7

H7t 2 EZ (Poem Completion Task)
: LLaDA9] Reversal Reasoning 522 A& 0 &2 H71sl7] 95 Allen-Zhu and Li [35]9] T2 EZ2 2}-&
49679 9B FF A BFOZ AT HoleAS 75

Forward Task: TF2 =2 XA Reversal Task: o]d =& AA



LLaDA
| Reversal Reasoning and Analyses

Table 4: Comparison on the Poem Comple-

tion task.
Forward Reversal
GPT-40 (2024-08-06) 82.7 34.3
Qwen2.5-7B Instruct 75.9 38.0
LLaDA-8B Instruct 51.8 45.6

LLaDA= ...
— Forward AA5& ARMEHT U 2|ul Reversal ASoA] 2 99 — AAAHORZ t] #+9 FF

- masked diffusion®] £H 02 EAS FSobA| Hcked W Mol A<

KOREA
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| Conclusion

8B T+ 9] Diffusion 910 &S Xz =2 At
71& ARMO] A& 5510l o] R o] 22 afj2{rhe] AA]

Bidirectional Modeling & Enhanced Robustness (e.g., Reversal Curse)

Limitations

- 75t otag= Bt AE = AXA] =

- S AEY dargEo] ofF oH| &HA|

- AAt Aefor ARMI} Fdet HloE/4f e A4 Hla X

Future Work
- Rd g gloJg 3 SOTA ARM el 22 g3 4dg
- % 2E (Multi-modal) Hlol8 2] 55 &+

- RL7MF AL A2 & 5 & A% o= LA 714

KOREA
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poling Scho Actitcial Intndhoe ity na GSAI-ML

@ 2% | 4l o

LLaDA-MoE: A Sparse MoE Diffusion Language Model

Fengqi Zhu'**, Zebin You'?*, Yipeng Xing®*, Zenan Huang?*, Lin Liu**, Yihong Zhuang?*, Guoshan

Lu?*, Kangyu Wang??, Xudong Wang?, Lanning WeiZ, Hongrui Guo?, Jiaqi Hu?>*, Wentao Ye?*, Tieyuan

Chen??, Chenchen Li?, Chengfu Tangz, Haibo Fengz, Jun Hu?, Jun Zhou?, Xiaolu Zhangz't, Zhenzhong
Lan?#, Junbo Zhao?***, Da Zheng?#, Chongxuan Li!?*, Jianguo Li%>?, Ji-Rong Wen!-*

IRenmin University of China, 2Ant Group, *Shanghai Jiao Tong University, Zhejiang University
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LLaDA-MOE
| Introduction

7€ MDME] o7 €A 2HA
- AA7EA ] MDM 9+ W52 Densedt ElAE T o] o0&
- fjxH oz, AR R4l Fofox|= Sparse Mixture—of-Experts oF71 €47} d 2| H5H

MDM= Sparse MoE ©}7|8l A & scratch-E] AP ot5A1X1 A% 471 B4 9 a3 452 25 &
ol@A? oF 20T(Z) EE Hlo|E 2 k5% MDM¥} Sparse MoE oFEHIAE 713 2d sk

1. g4t o] BEl(MDM) % SOTA E4
L E 7B oEuY B 1.4B o] &4 mtEtm ERk AL, A2 2 H§ R 0]51 9] 8B Dense MDM €] 55 57t

2. & 27t AR I3
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LLaDA-MOE
| Architecture

Overview
-1 CEEEEET LLaDA-MoE= 371+ 913] o}l = A4
............. f } —
p l _ N‘}"m ;s 1. RMSNorm
/
Aﬁ?ﬂon : 2. Activation Func: SwiGLU
g l N(irm ! 3. ROPE
z LLaDA MoE ! : 4. MHA Y9 QK-layernorm
& y
= [ Router ] E
.g l Mask Predict
« . .
;‘; . Expert Routing |:|: :| :l:[ Layers 16
< | | | Remasking ' «————’/’N” / ! Hidden Dimension 2048
K fxpert | Ewpert ..... Expert | Expert E Attention Heads 16
| ) Total Experts 64
. A \ ; Activated Experts 8
I — I ] / ; Expert Dimension 1024
t=0 B i P RoPE Base 50,000
—— Y T i Active Parameters 1.4B
User Prompt Generated Response e = ! Non-embedding Parameters 7B
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LLaDA-MOE
| Architecture

MoE Routing.
- AA7IA 9] MDM 4+ thH-E Dense$t ESA LT diE o] o]F

- tJxH o2, AR 9 Fofo| A= Sparse Mixture—of—Experts oF71€] %7} E2] H3H

Auxiliary Losses.

1) Load—Balancing Loss: Expertes7} -5 F5}A| Yo = HAF

N N. =7t
Lis=N)Y_ fiP, i IS MBI 2 E E30 AN MEE He
1 P i MO0 SEE BE 2R &8

2) Z-Loss: 2917t ZsHe 22 03k AATE YR AR E AL BA|ste] 52 g5}

L, — ii Ic i ; T: number of tokens
‘e RS 2_{t,j}: Router(h_t) 7} t A £ 20| CH3Y jEAM| £OI| A £ 04 3t logit

t=1 j
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LLaDA-MOE
| Training Pipeline

3 3

" Pretrain [ Pretrain [ Annealing " Annealing
Stage 1 H Stage 2 —-{ Stage 1 ——{ Stage 2 SFT Stage
\ 10T {f 10T ' 500B - . S00B8k

4 - 4 \ — 4 -

Figure 3: Training pipeline. LLaDA-MOoE is trained through Pretrain stage 1 (10T tokens), pretrain stage
2 (10T tokens), annealing stage 1 (500B tokens), annealing stage 2 (500B tokens with 8k context length),
followed by SFT on curated prompt-answer pairs.

Pretrain Stage
PT Stage 1 PT Stage 2

- 7R &3 "g9AE FHA (10T Tokens) — sampling reweighted to increase the fraction of mathematics

and code (+10T)



KOREA

UNIVERSITY

LLaDA-MOE

| Pipeline

Annealing Stage

Annealing Stage 1 Annealing Stage 2

— 500B tokens of high—quality text - 500BE#

— AFA 85 2 A1 0] H 1 AN AT EZQE AR — RoPE Base 10,0004 50,0002 57t
- g AE o] 4kol A 8k 4

SFT Stage
— high—quality question —answer pairs
- O% ® & (multi-turn dialogs) 8] 4%, 54 ©12] SHolTt nfA7] AEZ A&

- SFT & A= 2 fHE 4k ) ol A 4k EZ 0 2 Aglste] 8t (2L Q3 [EOS| EE A 9HA)
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LLaDA-MOE
| Training Pipeline

Forward Process

ol

mtadrh FobE Gy o8 WY 9R B2 18 o) 55HES BUS oh (LLaDASH 5)

Train—Test Discrepancy

- AA HAE Aofl= dkH ot &R A7 orefet 4ol 9] flElo] Sof&

Variable—Length Training

- 99%: 7|&3} sd5HA 11 H 4k HHAE ARR

T ——

- 19%9] : 801 4096 Abo] 9] R2L9] ZolE MBSkl AL T POl truncate



LLaDA-MOE
| Training Pipeline

Supervised Fine—tuning
G BE0SLE o whe} nhaZslo], 9B EE 2 oEelE s RYS sh (LLaDASH 59

4k ﬁ*éﬂ_/:z 7<1]§}
c ojd = 29 A (Annealing Stage 2) &%t 4kol| A 8k= A& X0k, SFT+= 4k= At

KOREA

UNIVERSITY
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LLaDA-MOE
| Inference

TE2 Bdo] ehds] mA A H A (IMIIMIL.IMD A AlAfste] 2t IMI= AA ESCo = A9 vt

Train—Test Discrepancy

- AA HAE Aofl= dkH ot 2 A7 orefet 4ol 9] /lElo] Sof&

Generation Strategy

: LLaDA®} 5t H=f AHE 7hs
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| Experiments Results (base)

Knowledge, Reasoning, Coding, Math, Agent 5-°f| ti

. Semi—Autoregressive= J7}
. Generation length 1024
. block size 64

= = - =
@ WA} B} 40
LLaDA-MoE-7B-A1B-Base LLaDA-8B-Base Dream-v(-Base-7B Qwen2.5-3B-Base
Architecture MoE Dense Dense Dense
Model Diffusion Diffusion Diffusion AR
Method Pretrain Pretrain Continue Pretrain Pretrain
# Total Params 7B 8B 7B 3B
# Activated Params 1B 8B 7B 3B
General Tasks
MMLU 64.59 65.90 69.50 67.98
MMLU-Pro 39.16 41.80 48.15 35.50
CEval 65.56 70.50 59.18 75.00
CMMLU 65.65 69.90 60.87 73.65
RACE 84.96 88.37 44.70 87.88
Reasoning Tasks
BBH 52.71 49.80 57.90 56.50
Drop 65.86 72.93 75.16 51.61
KorBench 31.20 33.68 37.44 27.44
Math Tasks
GSMS8K 66.41 70.70 77.79 78.17
MATH 36.10 27.30 39.60 40.94
OlympiadBench 10.07 6.85 10.22 9.33
Coding Tasks
CRUX-O 39.00 31.00 37.75 35.62
MBPP 52.40 38.20 56.20 69.56
MultiPL-E 41.13 23.61 27.60 40.80
HumanEval 45.73 33.50 57.90 57.93
LiveCodeBench v6 16.18 2.53 14.87 16.99
BigCodeBench-Full 21.23 13.42 18.33 30.88
Avg 46.94 43.53 46.66 50.34

KOREA
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LLaDA-MOE
| Experiments Results (Instruct)
. . — = - — L=

Knowledge, Reasoning, Coding, Math, Agent ‘5 thet Wl x|uf= 7} 4=3Y

. Semi—Autoregressive= 7} LLaDA-MoE-7B-A1B-Instruct LLaDA-8B-Instruct LLaDA-15 Dream-v(-Instruct-7B  Qwen2.5-3B-Instruct
Architecture MoE Dense Dense Dense Dense

. G . 1 h 1 02 4 Model Diffusion Diffusion Diffusion Diffusion AR

. eneration engt Method Pretrain + SFT Pretrain + SFT Pretrain + SFT + DPO  Continue Pretrain + SFT  Pretrain + SFT + RL
# Total Params 7B 8B 8B 7B 3B

. bl k . 6 4 # Activated Params 1B 8B 8B 7B 3B

' OCK S§1Z€ General Tasks
MMLU 67.18 65.50 66.00 67.00 69.11
MMLU-Pro 44.64 37.00 35.70 4330 44.13
CMMLU 64.30 55.21 58.72 58.82 65.62
CEval 63.93 5448 58.41 57.98 68.20

Reasoning Tasks
Drop 7977 83.09 84.89 76.25 68.56
KorBench 38.40 33.68 37.20 3256 36.88
Math Tasks
GSMBK 82.41 78.60 83.30 81.00 86.28
MATH 58.68 4220 1260 39.20 67.02
OlympiadBench 21.04 10.52 1096 10.44 30.41
Coding Tasks
CRUX-O 42.38 28.50 29.12 4012 46.75
MBPP 70.02 41.00 42 80 58.80 65.81
MultiPL-E 52.53 29.08 29.04 29.86 54.92
HumanEval 61.59 49.40 5240 55.50 60.37
LiveCodeBench v6 13.27 6.66 6.94 5.23 9.20
BigCodeBench-Full 20,44 11.32 1193 19.04 27.81
Agent & Alignment Tasks

[FEval Strict Prompt 59.33 51.39 58.23 62.50 58.20
BECL-Live 63.09 4747 66.20 53.03 50.40

Avg 53.12 4265 45.56 46.51 53.51
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