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Definitions of Output Types

T walked from Hangeul Museum today.
° o) |-A = 7] = J JH @ How long did T walk?
Tool call: O|&2t argumentsE 2= tool call 2| ot Guestion ]

oy Please let me know your destination to calculate
E E o I'o |-h = E-=| walking distance and walking time. G)
= ol =27

AL

o Answer Complet|0 : % _I §F¢9| jedﬂl-% *l—_g_xl—o-”j-” xI__I @ T walked to the Hannam police precinct. —l (TOOI Cu“)

"“function": {"name: "getWalkInfo", "arguments":

| E_:' {j } "\ originy": \t“Hunge.L_ll Museum\", \"destination\":
\"Hannarm police precinety"}"1}

|'|_ = FoiEp

1 < {"origin™ "Han ul .l.'f.usekln:",_"desfi:llc_ltion":
[ ] Slot questlon: TOOl Ca”O'” ]%IQ_Ol'xllu_l- _Il__E-ﬂI-EL'I xo-IEO'” EH "H_un%um pOlIl_I:BS.EF;I"BCIFIC" ‘distance™: 3.3,

“distance_unit™: "km", "time™
{"hours": null, "minutes": 523}
(Answer Completion)
The walking distance from Hangeul Museum to
Hannam police precinct is approximately
3.3km and takes approximately 52 minutes. AT

* Relevance deteCtlon TOOl Ca”_'l- -EI-E-l— E Al-_g_xl-gl @ I walked quite a bit. The weather was nice
and T felt really good.
OE”I:I_l- '|IO_| xHEl or X-”—I—El APl Descr|pt|on0-”*'| HA'iO-I Ll—E (Relevance Detection) l
B e
25 273 T
@ S

Please tell me the weather forecast.
(Relevance Detection) l

I'm sorry, I can’t provide weather forecasts.
AT

[o) N = L
On_l- ET'__EEE-Q—xC;l

[ot
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Dataset Design
 Single call dataset
= User queryE tool callof| 2R3t 2= HHE Iosl

= User queryZ 58lisH= o] Xelst st40t AMR 215 St tool listol] H|

-

B M MK REL = FF0tE|, 4791 £
N

L
MEH EE= user query2t SARRH =
=

=  Arguments S integer, number, boolean, string
 Dialog dataset
= HOHR|E tool call Rl == 2T OfL[2f CHetd =H7tX| et

= 3~81H

Length Similarity Composition

1 exact 0.20
4 random 0.20
4 close 0.20
3 random 0.20
8 close 0.20
Type of Output Count
Tool Call 70
Answer Completion 71
Slot Question 36
Relevance Detection 23

total

200
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l.exact 4.random 4.close 8.random 8.close | SUM AVG
gpt-40 87 87 90 38 86 438 87.6
gpt-4-turbo 92 93 39 92 82 448 89.6
gpt-3.5-turbo 94 94 90 92 87 457 914
gemini-1.5-pro 49 67 59 69 62 306 61.2
gemini-1.5-flash 45 49 52 57 62 265 53.0
gemini-1.0-pro 60 65 63 70 64 322 64.4
functionary-medium 61 61 54 S7 52 285 57.0
solar-1-mini-chat 83 384 34 84 83 418 83.6

Single call pass count
«  HBEl= toolQ| 21 SIFO| Wt &It AASHE FME FEI6H| LIEILER| @45 [
=  Tool 220 8ILt9| target T2 HA|Z|= exact typeO| I |2 HOZ O AL OLE, LEISt X

= Gemini= RIZE toolo] M40t S50 22 M5 oA
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Tool Answer Slot Relevance | macro  micro

Call Completion  Question Detection AVG AVG
gpt-4o 0.94 0.97 0.86 0.91 0.92 0.94
gpt-4-turbo 0.96 0.99 0.92 0.96 0.96 0.96
gpt-3.5-turbo 0.97 0.92 0.58 0.61 0.77 0.84
gemini-1.5-pro 0.70 0.87 0.83 0.97 0.84 0.82
gemini-1.5-flash 0.66 0.94 0.89 0.74 0.81 0.81
gemini-1.0-pro 0.69 0.85 0.67 0.61 0.71 0.73
functionary-medium | 0.56 0.94 0.69 0.65 0.71 0.73
solar-1-mini-chat 0.63 0.77 0.08 0.13 0.40 0.53

Dialog pass rate

« Single-turn A 2| M=t BIE Al multi-turntiAM 2] Hst R EE|X|= @2 [ ]
= E73| Solar 22 Slot question2} relevance detectionOf|A &2
» Tool callof| Cier ™ single call CHH| =2t XSt (avg 0.83 - 0.63)
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Errors in tool call

Tool call arguments 484 A1Ij
= ARBY £ U e Yol X|ES PII ‘Es*EEH_’ SE
= FO|E[X| %= arguments & 3 EHR EE MSEUS0H = O|Z CHA[ 2F
« Tool MEH RF
= AL IHSOHK| 84 tool 27

- ZORIO|L} SE0| RAFSH tool e

= 0%l API DescriptionO| Of! & O| A}

Rl
Ral
el
m|o
o
m
|O
HU
>~
fo
ox

« Arguments =& 2%

= TR Eo| YR = ("7H ol WS oM T7H Jol"Tt =)
« Format O|&=

= He= X[gE Oe0[HE 7B EA e 2 MY (year":2012.0)
- SO0 OBl B EE ME| F

- SI0f £XILE HES O[3 HE ("MTHH " S "30700"0 2 A1)
- 202X} AZ A ZWO|LE HEE BX} 20} 52 HH
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Errors in answer completion Example #1

+ 21 contexte} BO0| 9Lt HZ} 7|2 YHE §H2 (Solaroi|A .
user: Please add a shopping list memo.
assistant: Okay, please tell me the contents of the memo. user:

=
ZISE J_llll-:) I:l Dish soap, moisturizer, yogurt, grapes
st assistant: "function": {"name": "addMemca", "arguments":
e Tool-call H|‘2|_ 247 f% answer Comp|etion0-”A'| Hd%)' O “E:lllf"q:ﬂsph;ﬁ;;t?g List", "content": "Dish soap, moisturizer,
yogu
+ DY LS RAZ OISOR olol B A (GeminiOfM F2 ) | 1o e TudeneT orfen TS e )

Model Output: Okay, please tell me the title and content of the
appointment you want to add to the calendar.

Example #2

Input:
user: How's the weather in Fangyn now?
assistant: "function": {"name": "informWeather",
"{"location": "Pangyo"}"}

tool: {"name": "informWeather", "

"weatherDescription": '}"}

_______________ S =
Ground Truth: Curvenfly the temperature in Pangyo is 2
degrees and |j4‘5 (.|uud‘f

arguments":

content”: "{"temperature™: 2,

&nﬁtfutput: The weather in Pangyo is 2 degrees Celsius and
clear.
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Errors in slot question Example#t
Inpui:
- o o user: What is the BMR? Explain it simply.
° %l Ej |‘ E%—E— %I'O'”E atg Lé 5_ |'O:I tOOI Ca ” I:l assistant: The basal metabolic rate (BMR) is the minimum
energy your body requires to support basic functions and
— = = X operations for 24 hours while at rest.
° Ol O | X‘”—éol_l' %IEE 3 ES QE Rx-l I:l |user: I'm curious about my basal metabolic rate. |
- O — Ground Truth: If you provide your weight, height, age, and
¢ TOO' Ca||0| HEUE@ Ol‘Xl ?—g I-E | j-l IIQE tOOl Ca” %l-ﬁ —?— DE:|J_I—|' gender, I can calculate your basal metabolic rate.
= Model Output: {"function”: {"arguments": "{\"weight\":60,
= Acl-)l )5' I:] \"height\":170,\"age\":25 \"gender\":\"male\"}", "name":
"calculateBMR"}
Example #2
ot

user:|I walked from the Hangeul Museum today] how far might
I have walked?

Ground Truth: Please provide the destination to calculate the
walking distance and the time it took te walk.

Model Output: [[f you provide the starting pointjand destination,
I can calculate the walking distance and time required. Please
let me know the starting point and destination.

Example #3

Input:

user: Set February 3, 2024, as D-Day.

assistant: Got it, Could you let me know the name of the D-Day
and whether to include the actual D-Day as day one?

user: It's for a wedding.

Model Qutput: Wedding D-Day is set. There are 101 days left
until February 3, 2024,
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Errors in relevance detection
.« D= EHS A tool callnf ¢1A
= "QZ {2 HHR " > add_task & TE
= H
(@]

« User queryE ME[dtz O] BHE3t 7|50| gig= LIEfH= CHL,

A2 I+ &2 E tool callS Mg [
Input:
user: Set an alarm for 5 PM today.

Model Qutput: {"function": {"arguments": "{"title": "Set Alarm",
"content": "Set alarm for 5 PM"}", "name": "addMemo"}}
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TAPS: Tool-Augmented Personalisation via Structured Tagging

NLSI Task?

« User M2 &7t :0{F 2 ff 0|2 Tool Callingdl| &
2ot0] User QueryE =dt= 583 Hot

« User-specificgt Tool Calling

Input

 User query

« Standing instructions: User2| T2 Hi Mo E

LtEIL= A0 28=
« APl documentation
Sub-task

« Selection: user query2} 2# =l AtetZ standing
instructionOj|A] &

AX| APl 2 =2 M

* Interpretation: e

P
Standing Instructions (user Selection
preferences) e [f | ask for restaurants, my
elf [ am looking for flights I default location is San Leandro
prefer to fly American Airlines —p © If restaurant price range 1s
oIf [ ask for restaurants, my cheap then look for Persian
default location 1s San Leandro cuisine
e If restaurant price range 1s
cheap then look for Persian ’ ‘
cuisine / .
Interpretation
GetRestaurants (
User query city="San Leandro",
I’'m hungry, find something not — cuisine=" Persian",
too fancy please price range=" cheap"
)
APIs /’" l LLM
GetMovies(...) \
GetRestaurants(...)
GetFlights(...) 0
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Model EM F1 Prec. Rec.
CodelLlama 16.3 558 669 49.5
CodeLlama-Inst 18.1 57.0 68.3 497
Llama-2 103 51.0 51.3 52.0
L1ama-2-Chat 10.3 45.6  53.2 41.7
Llama-3 10.1 522 475 69.3 Tool Call &5 x
Llama-3-Inst 325 703 68.5 7797
Mistral-3 97 544 50.1 66.7

Mistral-3-Inst 32.7 65.5 67.6 65.5
OLMo-2-7B-Inst 10.8 43.0 44.6 46.4
GPT40 504 844 844 87.2

Pre-Training and Post-Training Effects

* Instruction-tuningO| X{&st M5 sFAtS x| 2¢t

— 0

. . Instruction-tuningO
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Model EM F1 Prec. Rec.
CodelLlama 16.3 55.8| 66.9 49.5
CodeLlama-Inst |[18.1 57.0| 68.3 49.7
Llama-2 103 51.0f 51.3 52.0
L1lama-2-Chat 10.3 45.6| 53.2 41.7
Llama-3 10.1 522 47.5 69.3 Tool Call &5 x
Llama-3-Inst 32.5 70.3 68.5 77.97
Mistral-3 9.7 5441 50.1 66.7
Mistral-3-Inst [(32.7 65.5 67.6 65.5
OLMo-2-7B-Inst |[10.8 43.0| 44.6 46.4
GPT40 50.4 84.4| 844 87.2
Substantial gap between EM & F1
© DE DHOIAO| EMI}F1 F4 2H0) ATt 24K
- JZ2XTAPIZER *5“8 vrgsr |2t XIS Al o536t =9 argumentsZ Bigtet I L Qo B = H0|HE Hat
oA S ol M= nie=T=gelinlfer,
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Qualitative Analysis

« Semantic substitution msm Mistral-3-Inst Llama-3-Inst W@ GPT40

» QOpen-source 2E2 o|0|4 FAleH &t 5 wrong value
argument 0|52 A5 2%
= Mistral-3-InstQ| B 0|2t LEI} 50% O|AF X|£

xO2 uH

value format

split call

semantic
substitution

« Missing arguments

= Multi-hop reasoning &=H0i|A] ST Q=20 X5 24

missing calls
missing

. t
« Hallucination arguments

= XJ}argumentsE AASID ME2L SI4HE O

o
= 2= Z20AM oY 2F7I EIFSH| 2

hallucination

combined calls

0 10 20 30 40 50 60 70
Percent of examples
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® o £ API calls

S’

Uncertainty - ——— {3} API calls
Prediction
Model

T

User Query ! =1 /

User Preferences

Q O
API documentation

TAPS (Tool-Augmented Personalisation via Structured Tagging)

« J|Z& Standing instructions& X3l HEZ EfUSHH S2 (K10 I= 1t Tool-call AO| 2t &

o

« Uncertainty estimation2 &85} tagging (5 &7 (Structured tagging tool)
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Original:
If I'm looking for Events, I’d like them to be in New York.

Augmented:

<a:GET EVENTS> If I’'m looking for Events, I'd like them
to be In <s1:CITY> New York </sl1>. </a>

Structured tagging
« X0 SHZ HESH0 2EO| A2 standing instructionZt explicit structural information2 25 2823 = IS
- IE Md H oot St HIZ FI16H= A0| APlarguments & U API @& A| & &4 YX[0| =Z0] =t

i

AN |
oA
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Uncertainty estimation methods

* Sequence Margin: 2t 7t540| =2 &% & olF2| =& E= X10|
+ Margin@T: 71 7h540] £2 42| TS| £2 215 Kol Vethod tatistic
: - - . Least Confidence  -0.452
» Least Confidence: 71 2l = 0F2] 2t&1 100% =l AtO|2] Xt0] v Margin@1 0.145
Tagging methods Margin @2 0.317
Margin@3 0.314
* External Tagger (EXT-TAG): O}O| 20l Q| 2| 2= tagging, GPT-405 £|X  Margin@4 0.295
Margin@5 0.301
o g =S -
| tagger= 2t (EXT-TAGOPT) Margin@6 0242
« TAG-AND-GENERATE (JOINT-TAG): InferenceA| prompting2 £ tagging”tX| Margin@7 0.263
XSS = i Margin@8 0.256
LSS shotX|A Margin @9 0.242
Margin@ 10 0.236

Sequence Margin  0.281
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Model Aug. EM1T F11 Prec.T Rec. T

Llama-3-Inst DEFAULT 4223 78.19 80.30  78.60
EXT-TAG 44.22 80.34 8190 8149
EXT-TAGopr S51.79 8446 86.39 84.86
JOINT-TAG 4143 7831 8297 77.19

Mistral-3-Inst DEFAULT 30.68 64.21  65.21 65.37
EXT-TAG 36.65 75.12  78.33 74.30
EXT-TAGopr 42.63 79.34 8223 79.04
JOINT-TAG 3347 66.66 70.56 6497

GPT4o0 DEFAULT 56.18 87.40 90.41 86.83
EXT-TAG 57.37 8747 89.63 86.72
JOINT-TAG 5299 8394 86.00 83.24

Effects of structured tagging
« EXT-TAGE E9t BA|AQ! taggingA| open-source2 & CHEE2| X|HEH|AM A

4 o% GFAL
+ GPT-400A= 2 BIFKQIE], 0| sier DHo| 2243t CL £ 2 Mh20j2tn F2

o O
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Model Aug. EM1T F11 Prec.T Rec. T

Llama-3-Inst DEFAULT 42.23 78.19 80.30  78.60
EXT-TAG 44.22 80.34 8190 8149
EXT-TAGopr 51.79 8446 86.39 84.86
JOINT-TAG 4143 7831 8297 71.19

Mistral-3-Inst DEFAULT 30.68 64.21 65.21 65.37
EXT-TAG 36.65 75.12  78.33 74.30
EXT-TAGopr 42.63 79.34 8223 79.04
JOINT-TAG 3347 66.66 70.56  64.97

GPT4o0 DEFAULT 56.18 87.40 90.41 86.83
EXT-TAG 57.37 8747 89.63 86.72
JOINT-TAG 5299 8394 86.00 83.24

Internal reasoning does not boost the interpretational abilities of LLMs

« Tool-call O] tagE & &= Y E=F promptingdt= A2 ehet QX 0|X| G423
* Recall®] Z4E O|2{et FZ HA0] 235[2] YE FHO| &45 Xefle = USS 20|
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Tool detection effects

« Oracle prediction

= Tool detection?| 0|2

— - O =X
£ BEo| 458 £F

(@]
= Z|H2| tagger?t AFEE
o

Mg s2 dss &2

= Tool detection0f|A| uncertainty estimation= At

o

* TAPS

n _?__XL ‘|

ol
» Y

o

HL

40

Ct

Ao A LS o
A3tAl52 2ol

O -

23t 22 0| X[BH £|={0] OF S AJAL

2| tagging 2L =, MEHA tagging0| 22 Y
tagging 222 A0 AEH0|| M= et EXT-TAG

Model Config EMt F11t Prec.tT Rec.T
Llama-3-Inst DEFAULT 41.76 7826 8296 76.80
EXT-TAG 4755 8228 84.89 21.88
TAPS 51.18 8394 87.20 82.95
Tool detection®| . _ -
ojgx st~ IAPS-OracLe  59.07 8342 9160 8711
EXT-TAGgpr 51.23 8451 87.23 83.86
TAPS opr 53.04 B85.64 88.67 84.56
TAPS-ORACLEger 59.85 8965 92,82 88.10
Mistral-3-Inst DEFAULT 35.74 69.11 T0.64 69.83
EXT-TAG 4029 7620 7953 75.57
TAPS 4240 76796 79.74 76.32
TAPS-ORACLE 48.82 81.79 84.29 831.33
EXT-TAGgpr 4235 T855 82.63 77.24
TAPS opr 44.17 79.03 82.66 78.04
TAPS-ORACLEger 49.85 8319 86.19 82.36
GPT4o DEFAULT 5632 8699 89.25 86.91
EXT-TAG 55.54 8649 88.78 85.65
TAPS 58.63 B87.86 90.03 87.21
TAPS-ORACLE 65.88 0146 93.57 90.49
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Changes in the distribution of errors in TAPS

« Hallucination(19~49% Z4), semantic

substitution errors(4~34% 4 A)21 21&F 3|

XHE|
=

old C 1O old
. YR EYo Yo AR 9

= O
TT 1T

O|= GPT-40& tagger 24!

error propagation 4= AU

ot

o
(@)
N

O[M
\

O
I

H
>
Ol
Ot
o
|'|JII
0%
0
rir

»  EX) GPT-400{|M FE2{X|H| LIEILI= error EtY2

value format&l
+ HUEHOR TAPSS Ar8otd L= ZRA2| L

QF RUMM LFE0| 3 Ha

MHI

10

wrong value
value format

split call

semantic
substitution

missing calls

missing
arguments

hallucination

combined calls

B Mistral-3-Inst Llama-3-Inst B GFT4o

-50

-40)

-30 -20 -10 (
Percent of examples

10
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The effects of tag quality

* N%2|tagE FH%Z &AIZ
=  Slot deletion 100 ——— GFT4o0 [lama-3-Inst  ——— Mistral-3-Inst
= Tag boundary shifts
90
= Semantic substitution of slot and function
---'""--_
—
names » 80 ——
«  GPT-402} Llama-3-Inst= tag 20| £|CH 5%t ﬁ \
= 70
Al MOtE[OE B[ H d55 RA
o EXT-TAGE| 22pr d-dE Ef12 EXE0| AFH2 60
2 o|FEolCt= AS 2o|g -

0 10 20 30 40 50 60 70 80 90 100
% of corrupted tags
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