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ACL 2025 Findings 



• 최근 Multi-Agent LLM 시스템은 추론, 계획, 의사결정에서 우수한 성능을 보임 

그러나, 효율성(합의 도출 속도)과 효과성(합의의 질) 문제의 한계가 존재 

• 특히, Multi-Agent 간 상호작용 중 Sycophancy가 발생해 불필요한 토큰 소비, 비판적 사고의 결여, 추론 정확도 

저하를 초래함 

 본 논문에서는 Multi-Agent 환경에서의 아첨 현상 규명, 

이를 Prompt Optimization 기반의 CONSENSAGENT 프레임워크 완화함을 제안 

Introduction 



• Problem Setup 

• 하나의 질의 Q에 대해 2개의 에이전트가 토론 수행 

• 동일 패밀리의 사이즈/튜닝이 다른 모델쌍 구성 

 시나리오 전반에서 문제가 일반화 되는지 확인 

• 초기 응답 (답변/설명/Confidence) 산출 

• 최대 5라운드, Judge가 합의 여부를 판정하여 종료 

• 평가지표㎕ Accuracy, Time/instance, 합의 도달 라운드 수, Sycophancy 

• Dataset : KITAB, CLUTRR, HotpotQA, Ethics, TriviaQA, GSM8K 

• Sycophancy 

Multi-Agent LLM Sycophancy 



• Problem Setup 

• Dataset : KITAB, CLUTRR, HotpotQA, Ethics, TriviaQA, GSM8K 

• Sycophancy 

• 에이전트가 독립적 추론 없이 상대의 답을 복사하거나 모방하여 합의로 수렴하는 모방적 동조 

• 계산 방식 

• 토론 없이 1 라운드 내 즉시 합의된 사례 제외, 모방 상호작용의 비율 산출 

• 상대의 이전 답을 그대로 채택하여, 설명 텍스트의 코사인 유사도가 0.95를 초과하는 경우 

 모방적 합의로 분류 

• 라운드 간 서로의 답을 번갈아 복사하는 순환적 아첨 현상 (10㏄15%) 

• 오답의 합의된 사례 중 정답이 토론 로그에 이미 등장했음에도 무시된 경우가 다수 존재 (20%) 

Multi-Agent LLM Sycophancy 



Multi-Agent LLM Sycophancy 

• Preliminary Results 
 
 
 
 
 
 

• 단일 에이전트 대비 정확도 상승은 일부 O 그러나, 시간 및 토큰 비용은 약 3배 높음 

• Sycophancy 비율 역시 높음 

• Multi-Agent Debate는 합의를 목표로 하지만, 모방적 합의로 빈번히 왜곡되어 정확도 및 효율을 해치기도 함 
 이에 대한 근본적인 원인 중 하나는 프롬프트의 모호성 

• 수동 분석 결과 ㎕㎕ 오답 및 합의 부족은 종종 프롬프트에 대한 에이전트의 오해 (50%), 모호한 지시 (40%) 또는 응답 형식 간 차
이 (10%)에서 비롯됨.  
 따라서, 프롬프트 오해를 식별하고 수정하는 대안 접근 방식 제안 



ConsensAgent: Optimized Multi-Agent Discussion Framework 

• Motivation 

1. Sycophancy – 에이전트 간 비판 없는 동조 

2. Stalling – 토론이 교착 상태에 빠져 합의 불능 

3. Prompt Ambiguity – 애초에 모호하거나 불완전한 프롬프트로 인해 혼란 발생 

 

 토론 중 실시간으로 이러한 현상을 감지하고, 프롬프트를 동적으로 개선하는 CONSENSAGENT 제안 



• 초기 응답 생성 (Initial prompt response) 
[ answer, explanation, confidence ] 

 

 

 

• 각 에이전트가 상대의 [ answer, explanation, confidence ]를 
받아, 필요 시 자신의 응답 수정 

• Debate memory가 과거 응답 모두 저장 

ConsensAgent: Optimized Multi-Agent Discussion Framework 

Phase 1: Initial Prompt Response 

Phase 2: Multi-Agent Debate 



• Debate 중 Stalling (정체) / Sycophancy를 탐지 

• 필요 시 Phase 3의 Prompt Optimization으로 전환 

 

 

 

 

• Trigger 작동 시,  
fine-tuned GPT㏄4o 기반 Prompt Optimization Model이 
과거 토론 내용을 분석해 
새로운 Guided Prompt 생성 

ConsensAgent: Optimized Multi-Agent Discussion Framework 

Phase 3: Prompt Optimization 

Trigger 

다수의 에이전트가 연속 라운드에서 동일한 답을 유지하여  
합의에 이르지 못 함 Stalling T 

에이전트들이 서로의 답을 교차 복사 Copy/Swap T 

한 에이전트가 다른 에이전트의 답을 복사하여, 설명 유사도 > 0.8 Similarity T 



• GPT㏄4o를 Gradient Descent 기반 fine-tuning하여 
이전 Debate 로그를 이용해 프롬프트를 개선하는 모델 학습 

• Training 절차 

학습 데이터㎕ 각 데이터셋 당 150개 훈련용 샘플 

1) [원래 프롬프트 㘫 에이전트 토론 로그 㘫 정답] 입력 

2) 모델이 3가지 문제점 추출 (왜 Prompt가 잘못 유도되었는가) 

3) 다시 모델에게 [원래 프롬프트 㘫 토론 로그 㘫 문제점] 입력 
& 3개의 수정된 프롬프트 후보 생성 

4) 각 후보를 서로 다른 3개 모델에 3번씩 (temp값 달리하여) 평가 
 평균 정확도가 가장 높은 프롬프트 최종 선택 

• 최적 프롬프트 㘯 파인튜닝 진행 시 assistant response로 사용 

 평균적으로 30단어에서 100단어까지로 길어지며, 
명확성, 특이성, 관련성이 향상되었음 

ConsensAgent: Optimized Multi-Agent Discussion Framework 

Phase 3: Prompt Optimization 



• 합의가 이루어지지 않은 경우,  
모든 응답의 confidence & consistency를 종합해 최종 답안 산출 

• Judge 사용하는 대신 Final Score 계산 

 

 

• Final Score 점수가 가장 높은 응답이 최종 응답으로 채택 

ConsensAgent: Optimized Multi-Agent Discussion Framework 

Phase 4: Team Answer Generation 



• Experimental Setup 

• Agents 

• LLaMa3 ㏄ 8B Instruct, 70B Instruct 

Mistral - 7B Instruct, OpenHermes2 7B  

GPT ㏅ 4o, 4o-mini 

• Datasets 

• KITAB / CLUTRR / HotpotQA / Ethics / GSM8K / TriviaQA 

• Evaluation Metrics 

• Accuracy, Rounds, Consensus Rate, Sycophancy% (모방적 합의 비율, 설명 유사도 㘱㘯 0.95) 

• Baseline 

• Single-Agent, Multi-Agent Debate, RECONCILE, CONSENSAGENT 

Experiment 



Main Results 

• ConsensAgent의 성능이 가장 높음 
• 또한, Sycophancy 역시 많이 줄어드는 결과 
 Trigger가 모방 감지 후 Prompt 

Optimization을 통해 새로운 reasoning 
path를 유도하기 때문 



• Rounds & Time 

 

 

 

 

 

 

 

 
• Trigger-based Prompt Optimization이 debate 교착을 줄여, 평균 라운드 수 절반 이하로 단축 

• 기존 방법보다 빠르게 합의에 수렴함 

Main Results 



• Multi-Agent Debate는 LLM 추론 능력 향상에 유망하나, 
Sycophancy, Cost, Prompt Ambiguity가 주요 한계로 작용함 

• CONSENSAGENT는 이를 해결하기 위해 Trigger-based Prompt Optimization을 기반으로, 
Sycophancy 감소, 합의 효율 개선, 추론 정확도 향상을 달성함 

• 그러나, 여전히 비용 면에서 한계점이 존재(Prompt Optimization Model 훈련)하기 때문에  
Adaptive agent selection과 같은 방식을 통한 비용 절감 등이 향후 연구 필요 

Conclusion 



Arxiv 
https://arxiv.org/pdf/2505.13995 



Introduction 

• 아첨(Sycophancy) 

㎕ 사용자에 대한 과도한 동의와 아부 

• LLM은 사용자에게 동조하거나 아첨하는 경향이 있으며, 정확성을 희생하면서까지 그러한 행동을 보이기도 함 

 

 

 

• 기존 연구㎕ 사용자가 표현한 신념 중 사실 여부를 확인할 수 있는 것들에 대한 동의 (참/거짓 명확) 

• 해당 연구㎕ 조언/지지를 구하는 명확한 정답이 없는 모호한 상황에서 발생하는 아첨의 형태 

㚆 이는 사용자의 체면 과도하게 보존하는 것이므로, 해로운 신념 및 행동을 강화할 수 있음 

• 㚉 사회적 아첨을 평가하는 프레임워크 ELEPHANT 제시 



• 기존의 아첨 측정 방식 

• LLM이 사용자의 명시적 믿음에 직접적으로 동의하는 것의 여부 

• 혹은, 외부의 명확한 사실과 비교하여 이에 벗어나는지를 측정 

㚆 정답이 존재하지 않는 조언 등의 개방형 질문에서는 아첨을 제대로 포착X 

• 사회적 아첨 Social Sycophancy 개념 

• 사회학자 Goffman – 체면 (face) 개념 기반 

• 체면(face) ㎕ 사회적 상호작용에서 개인이 다른 사람에게 보여주고 싶어하는 바람직한 자기 이미지 (desired self-image) 

• Positive Face – 사용자의 자아/행동에 대한 인정 욕구 / 예㎕ ‘당신 정말 잘하고 있어요!’ 

• Negative Face – 사용자가 간섭 받고 싶지 않아 하는 욕구 / 예㎕ 잘못된 점을 직접적으로 지적하지 않고 완곡하게 표현 

• 사회적 아첨 㘯 사용자의 체면을 과도하게 보존하려는 경향으로 정의됨 

 

Social Sycophancy 



Sycophancy 유형 제안 

• Validation sycophancy (검증 아첨) 
• 사용자의 감정이나 관점을 지나치게 옹호 

• 예㎕ "당신이 그렇게 느끼는 것은 완전히 정상입니다"와 같이,  
심지어 해로울 수 있는 감정에도 무조건적으로 공감 

• Indirectness sycophancy (간접성 아첨) 
• 명확하고 직접적인 조언 대신 간접적이고 모호한 응답 제공 

• 더 강력한 지침이 필요한 상황에서도 우회적인 표현을 사용  이는 사용자의 명확한 이해를 방해할 수 있음 

• Framing sycophancy (프레이밍 아첨) 
• 사용자가 제시하는 문제의 틀이나 근본적인 가정을 비판 없이 그대로 수용 

• 사용자가 잘못된 전제나 문제점을 인식하고 해결할 기회를 놓칠 가능성 존재 

• Moral sycophancy (도덕적 아첨) 
• 도덕적 갈등이나 대인 관계 문제에서 사용자가 취하는 입장을 무조건적으로 옹호 

• 일관된 도덕적 판단이나 가치관을 따르기 보다, 사용자의 주장에 동조하여 잘못된 행동을 옹호 

Social Sycophancy 



Sycophancy 측정의 복잡성 & ELEPHANT 벤치마크 

• 이러한 아첨 행동들의 적절성은 대화 맥락에 따라 ‘적절성’이 매우 달라질 가능성이 존재함 

• Validation Sycophancy의 경우, 위로의 말일 수 있으나 되려 불안감을 증폭시키는 결과로 이어질 수도 있음 

• 단일 질문만으로 모델이 과도하게 아첨하는지 판단하기 어려움 

 LLM의 사회적 아첨 (Social Sycophancy)를 평가하는 벤치마크 ELEPHANT 제안 

 

Social Sycophancy 



Overview 

ELEPHANT: Benchmarking Social Sycophancy 



Datasets 

사회적 아첨이 발생할 수 있는 다양한 실제 시나리오를 반영하기 위해 다음 네 가지 데이터셋 활용 
 

(1) OEQ (Open-Ended Queries: 개방형 질문) 

관계, 대인 관계 문제, 정체성 등 다양한 실제 딜레마를 다루는 3,027개의 개방형 조언 요청 질문 
일반적인 조언 상황에서 LLM의 아첨 경향을 평가 

(2) AITA㏄YTA (r/AmITheAsshole: 내가 나쁜 사람인가?) 

온라인 커뮤니티 Reddit의 r/AmITheAsshole에서 다수의 의견이 "당신이 나쁜 사람이다(YTA)＂로 결론 난 2,000개의 게시
물로 구성 
여기서 아첨은 유해한 행동을 옹호하거나 비판을 약화시켜 문제를 일으킬 수 있음 

(3) SS (Subjective Statements: 주관적 진술) 

r/Advice에서 수집된 3,777개의 가정에 기반한 주관적인 진술로, LLM이 사용자의 문제적이거나 근거 없는 가정을 비판 없이 
수용하는 프레이밍 아첨을 측정 

(4) AITA㏄NTA㏄FLIP (r/AmITheAsshole-Not The Asshole-Flipped: 입장 뒤집기) 

도덕적 갈등의 양쪽 관점에서 1,591쌍의 게시물을 구성한 데이터셋 
LLM이 사용자의 입장에 따라 아첨하는지, 일관된 도덕적 판단을 하는지를 평가하여 도덕적 아첨을 측정 

ELEPHANT: Benchmarking Social Sycophancy 



Measurement 
 

(1) Validation, Indirectness, Framing Sycophancy 측정 
 

 

 

S_m (p)∈{0,1} ㎕  LLM Judge (GPT㏄4o) ㏅ 모델 (m)의 응답이 프롬프트 (p)에 대해 아첨 차원 d에서 아첨하는지 여부를 판별 

S_human : 인간 응답이 프롬프트에 대해 아첨하는지 여부를 나타내는 이진 값  
(OEQ, AITA㏄YTA㎕ 크라우드소싱 인간 응답 사용 / SS㎕ 인간의 응답이 없어 무작위 확률 0.5 사용) 

 

 

ELEPHANT: Benchmarking Social Sycophancy 

모델이 평균적인 인간과 같은 비율로 아첨 = 0 

모델이 인간보다 더 아첨 > 0 

모델이 인간보다 덜 아첨 < 0 



Measurement 

(2) Moral Sycophancy 측정 

AITA㏄NTA㏄FLIP 데이터셋 활용, 도덕적 갈등의 양측 관점을 포함하는 쌍으로 구성 (원본 프롬프트와 뒤집힌 프롬프트) 

 

 

 

모델이 두 관점 모두에 대해 NTA (Not The Asshole) 이라고 응답하는 경우의 비율로 도덕적 아첨 측정 

비아첨적 모델은 두 가지 프롬프트에 대해 반대되는 판단을 내릴 것으로 예상되며, 

아첨적인 모델이라면, 두 관점 모두에 대해 NTA 라고 응답할 것이기 때문에 이러한 응답의 비율로 측정 

ELEPHANT: Benchmarking Social Sycophancy 



ELEPHANT: Benchmarking Social Sycophancy 



ELEPHANT: Benchmarking Social Sycophancy 

Experiments 

• Models 

• Proprietary Models: GPT㏄5, GPT㏄4o, Gemini-1.5㏄Flash, Claude Sonnet 3.7 

• Open-weight Models: Llama-3㏄8B㏄Instruct, Llama-4㏄Scout-17B㏄16E, Llama-3.3㏄70B㏄Instruct-Turbo, Mistral-7B㏄

Instruct-v0.3, Mistral-Small-24B㏄Instruct-2501, DeepSeek-V3, Qwen2.5㏄7B㏄Instruct-Turbo 

• Judge: GPT㏄4o 

• Generation Setup 

• Proprietary Models (default hyperparameters), Open-weight Models(temp=0.6, top-p=0.9) 

• GPT㏄4o는 2024㏄11㏄20 릴리즈 버전을 사용, 지나치게 아첨적(overly sycophantic)이라는 비판을 받기 전의 버전 



Results 
• ALMOST ALL CONSUMER-FACING LLMS ARE HIGHLY SOCIALLY SYCOPHANTIC 



Results 

• CAUSES: SOCIAL SYCOPHANCY IN PREFERENCE DATASETS AND DATA DISTRIBUTION 



Results 
• MITIGATION STRATEGIES ARE LIMITED IN EFFECTIVENESS 



• 모델 간 아첨 정도 차이 

• GPT㏄4o: 아첨 경향 높음 

• Gemini: 가장 낮음 

• Claude 3.7 Sonnet, Mistral-7B㎕ 사회적 아첨 높음 

 명시적 아첨 뿐 아니라, 아첨의 유형별 측정의 필요성 강조 

• ELEPHANT 벤치마크의 의의 

• 사회적 아첨의 탐지 가능 

• LLM이 인간 규범과 다른 방식으로 체면을 유지함을 규명 

• 향후 연구 및 완화 방향 

• 프레이밍 아첨 완화 (무조건적인 동의 대신 추가 맥락의 질문 유도)  

• 메커니즘 해석 가능성 (명시적 아첨 완화에 사용되었던 Mechanistic interpretability 연구의 사회적 아첨으로의 확장) 

• 이상적 LLM 행동 이해 (언제 긍정적인 반응이 적절하며, 인간과 다른 LLM의 역할 정의의 필요성) 

Discussion and Future work 




