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What is Text2SQL?

« Leveraging structural reasoning capability with LM

User Question
Could you tell me the names of the 5 leagues with the highest matches

of all time and how many matches were played in the said league?

User
Database Schema ?
TABLE Country l Execution Results
il ]
TABLE Match

{"league_id" integer, 3040 Spain LIGA BBVA g‘@'

"id" integer, primary key, -
"match_api_id" integer, @» .
"date text, - 3040 France Ligue 1 ‘}

"country_id" integer, st
"season” text, LLM 3040 England Premier League ﬁ
"stage" integer,

"away_player 1" integer, 3017 Ttaly Serie A ‘

"possession” text,
"goal" text,
primary key("id")}

2448 Netherlands Eredivisic @

Generated SQL Query ?
SELECT League.name, count(Match.id) FROM Match INNER —
JOIN League ON Match.league id = league.id GROUP BY — g
League.name ORDER BY count(Match.id) DESC LIMIT 5 Database

Fig. 1. Anexample of LLM-based text-to-SQL is selected from the BIRD [1]
dataset. A user asks a question about football leagues. The LLM takes this
question along with the schema of the corresponding database as input and
generates an SQL query as output. The generated SQL query can be executed
in the database, retrieves the content “The 5 leagues with the highest matches”,
providing the answer to the user’s question.
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What is Text2SQL?

« How to resolve these challenges for successful Text2SQL performance?
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Clue for applying reasoning in Text2SQL
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Reasoning Text2SQL
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LinkAlign

« Motivations: Schema linking is a critical bottleneck for applying Text2SQL in real-world
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Figure 4: Error Distribution in Failed Cases.




LinkAlign - Method

« Resolving Schema linking bottleneck with Agentic

- ( Challengel - Database Retrieval ) ( Chall 2 - Sch Item Grounding )
Traditional Process Error 1: Targeted Database without Retrieval Error 2: Refering Irrelevant Databases Error 3: Lmkms to the Wrong Tables
Selected Targeted

; Query % Databases

| _Field1 | sl o

Retrieved Targeted Referred Targeted Table1 | & [ Table1 | =
Full Multi-DB Schemas —— > Field2 ]s2
l' 082 { — = v o8t { - ENRY [Tables | X (Tablez J»{ Fieds )3 v
Text-to-SQL Model (=) % D8I %) 2] v o &) v Error 4: Linking to the Wrong Columns
pa— lT % — Selected Targeted
J i
083 { ‘i - s oes { — =8 ¢ Field1 | v/ [ Table1 /'; auedl*t i
predicted SQL X (s ] X% Ls | X Table 1 S(Fied2 |52

New Process with LinkAlign

Step one: retrieve potential database schemas

((Fied3 ] R

Table2 |-»{ Field3 | s3

Step two: isolate irrelevant schema information Step three: extract schemas for SQL generation
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Figure 2: Overview of the LinkAlign framework including three core components.
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LinkAlign - Method

Problem Definition

Multi-database & 20 A Schema linkingE T=3&5}t7| £/2 problem definition2 Of2iet €&

D = {D;,D,, .., Dy}: N7ii2| DBZ T-dEl DBl &, Multi-database
S={5,5,,..,Sy}: DBE meta datag =2 schema?| &gt
- S; = {T;, C;} where
T, = {14, T, .. Th ) 1T 702l table2 TAE Table et
¢; ={cl ¢} ... ¢l }: 11702 column2 2 4 El Column XE

System Embedding model EQF LLM & AFE3HA ALEAL 22| @, schema B s, E& EE ¢ 7t FO{E I
fine-grained schema subset S& F=d}|0F &

— fparser (Sa Qac | Ea LLM) ) (1)



LinkAlign - Method

Step one: retrieve potential database schemas

Rewritten Query Embedding
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Schema Query
Auditor ﬁ Rewriter

Step one: retrieve potential database schemas (Retrieval)
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Step T

oi0f L= Query7|- rewrite=l O Al

> User Query (Qo: Which semester the master and the
bachelor both got enrolled in?

Missing Schema: degree_programs (degree_type)
[1] Rewrite (Q1: In a database with degree_programs,
how to find semesters where both master’s
degree_type and bachelor’s degree_type pro-
grams exist? Group by enrollment_semester
with  checks for both  program  types.

Missing Schema: enrollment_records (semester)
[2] Rewrite Q- In a database with
enrollment_records, how to find semesters
where both master and bachelor students enrolled?
Group by semester and filter for overlapping
enrollments.




LinkAlign - Method

« Step two: isolate irrelevant schema information (Isolation)

Step two: isolate irrelevant schema information

Retrieved
schemas
iy D; = arg ma<)}:VPM(D,, | Qo, Z), (3)
DB1
(target) { s2 v Reduce
DB2 7)) x — . N I N ~
@ (oise) | 5 by - AREAF Holot #EHE DB HE ZOAM AKX EolE sHAY £+ U= Tt StLte| DB D, E &
|
x Fm'mng - LLM M2 2 FHEl Data Analyst, Database Expert@t9| Iterative DebateE Edl D,& FESI==E
DB3 o "
(noise) { =R » 2

- Data Analyst Agent= B Z0| &%t Database® schemalt queryE E 1 query?t 23 U=
DatabaseE M7
- M7 El Database= Database Expert Agent= Slle DB2| schemaE E 11 Z2|2} #&HO| UE=X|
Satn g turnn=12,.. abatabase HAZ XY
Analyst / Expert
- AEXIZL - turn S0t debateE TIESIH debate”t ZEE F|0f= debateE

=
=
summarizationSt concensusE &1 ST concensusE HIE S 2 M4l Database D, & &

Multi-Agent Debate

D810 DB2... [ Validate the filtered database ' True or Folse

[ Selecte appropriate database ]




LinkAlign - Method

Step three: extract schemas for SQL generation

Filtered DB1's
schemas
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s2 v tructh
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Step three: extract schemas for SQL generation.
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LinkAlign — Experimental Setups

- Experimental dataset

Spider

BIRD

Segment

Size

Segment

Size

Train

8,659

Train

9,078

Validation

1,034

Validation

1,534

A B

original_colur column_name

CDSCode
Academic Year
County Code

District Code

School Code

County Name

District Name

School Name

District Type

|schoal Type
Educational Option Type
NSLP Provision Status

Charter School (¥/N)

Charter Schoal Number
Charter Funding Type
IRC

Low Grade

High Grade

Enroliment (K-12)

column_description
€DSCode

Academic Year

County Code

District Code

Schaol Code

County Code

District Name

School Name

District Type

School Type
Educational Option Type
NSLP Provision Status

Charter School (¥/N)
Charter School Number
Charter Funding Type

Low Grade
High Grade

Enrollment (K-12)

Metadata

D E
data_format  value_description
integer
integer
integer
integer
integer
text
text
text
text
text
text
text

0:N;
integer F
text
text
integer Not useful
text
text
commaonsen
se evidence:
real
K-12: 1st
grade -
12nd grade

{'question_id": 0,

'db_id": 'california_schools’,

'‘question': 'What is the highest eligible free rate for K-12 students in
the schools in Alameda County?’,

'evidence': 'Eligible free rate for K-12 = “Free Meal Count (K-12)"/
“Enrollment (K-12)”,

'SQL": "SELECT ‘Free Meal Count (K-12)" / "Enrollment (K-12)" FROM
from WHERE "County Name' ='Alameda’ ORDER BY (CAST( Free Meal
Count (K-12)" AS REAL) / ‘Enrollment (K-12)') DESC LIMIT 1",
'difficulty': 'simple’}

13




LinkAlign— Experimental Setups

« Implementation details

- Retrieval: bge-large-en-v1.5
- top-k: 5

- Schema linking (Step 1 ~ Step 3): GLM-4-air

- SQL generation: DeepSeek-V3, DeepSeeek-R1, Qwen-72B
- DIN-sQL &' E2 &M SQL generationg +=H

 Maetric
Schema Linking Evaluation Metrics SQL Query generation Evaluation Metric
- Locate Accuracy (LA): Schema linking &2 Z1t Yatst

- Execution Accuracy (EX)
databaseZ} ==L U =X O &£ =0l

- Exact Matching (EM): Schema linking &2 Z 17} EX Y, 1(Vi, V2)
GT schema linkingZ21tet & &SHA| Of 2 2+l (ColumnltHX| N N
D& el 2E E9)
- Recall: Schema linking && Z 17t GT schema linking 1(V;,V;) = {
0

A2} overlap &= H|=
14




LinkAlign— Experimental Setups

« Baselines

DIN-SQL

i 10 task-specific demonstration:

:Foreign_keys = [concert.Stadium_ID = stadium.Stadium_ID, ...]
iQ: “Show location and name for all stadiums with a capacity
ibetween 5000 and 10000.

:A: Let's think step by step.

In lila quesllun "Slmw Io:atlun and name Ior aII stadlums wnh a i
5000 and 10000.", we are asked:

“location and hame for all stadiums® $o we need column =
[stadium.Location, stadium.Name]

"stadiums with a capacity" so we need column =
[stadium.Capacity]

Based on the columns and tables, we need these Foreign_keys =

Based on the tables, columns, and Foreign_keys, The set of
:possible cell values are = [5000,10000].

So the Schema_links are: Schema_links: [stadium.Location,
stadium.Name, stadium.Capacity, 5000, 10000]

o

‘-Tahle advisor, columns = [s_ID, i_ID, ...]

'Fureign,kays = [management.head_ID = head.head_ID, ...]
Q: "How many courses that do not have prerequisite?"
:schema_links: [course.*,course.course_id =
prerequisite.course_id]

:A: Let's think step by step.

'The saL query for the question "How many courses that do :

not have prerequisite?" needs these tables = [course, H

prerequisite], so we need JOIN.

Plus, it requires nested queries with (INTERSECT, UNION,

EXCEPT, IN, NOT IN), and we need the answer to the @
i = ["Which have pi :

So, we need JOIN and need nested queries, then lhe the

SQL query can be classified as "NESTED".

Label: "NESTED"

(a) schema linking module

(b) classification and decomposition module

Figure 3: Examples showing the input and output of schema linking (left) and classification and

decomposition (right)

- In-context learning WA 2 £ Schema linking2 +¥
- Schema linking 212} ZO|E &=t 4 dg sqLol

AR O

TT= Easy / Non-nested complex / Nested complex &

MCS-SQL

Multiple SQL Generation Selection
/ Prompt 1 Candidate Filtering
(Question) . . SAL | e SaL
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~ o} @ |\ D0

(DB Schema) Prompt 1 @) MCS Prompt
(Refined DB Schema)

molecule connecied bond atom . . @
molecule bond
molecule_id atom_id bond_id atom_id . o
molecule_id bond_id
Iabel atom_jd2 molecule_id molecule_id . e Generated SQL
label bond_type ( Q ]

bond_id bond_type element
8.

SELECT ...
Schema Linking \—/

Figure 1: Overview of the proposed methodology, including three steps: schema linking, multiple SQL generation,
and selection.
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LinkAlign — Result

« Main result: Schema linking performance

Approach Spider Bird AmbiDB Approach Spider-dev Bird-dev AmbiDB
LA EM Recal 1A EM Recall LA EM Recall Precision Recall EM Precision Recall EM Precision Recall EM
Llamalndex DIN-SQL 839 732 404 799 557 131 866 769 442
DIN-SQL 800 268 624 688 51 313 597 133 442 PET‘ QL 84‘8 7 : '4 81'6 64. 25' 90‘2 ; : -5
PET-SQL 841 386 672 77.1 82 1397 664 220 502 -SQ . 39 33 . 9 9 - 83 39
MAC-SQL 823 173 428 750 57 345 651 97 308 MAC-SQL 750 668 244 763 562 91 798 696 301
MCS-SQL 810 243 732 737 139 56.1 619 137 548 MCS-SQL 66.7 850 29.8 79.6 769 255 71.5 88.5 34.1
RSL-SQL 748 29.1 76.1 80.0 161 61.8 624 179 59.6 RSL-SQL 74.8 843 376 78.1 775 277 80.7 88.3 422
Pipeline(ours) 854 37.4 659 668 86 381 694 203 504 Agent (ours) 80.2 873 481 77.1 794 290 86.7 858 515

Agent(ours) 864 47.7 80.7 834 221 649 676 224 569

Table 3: Comparison of Precision, Recall and EM across different methods in single-database scenario.
Table 2: Comparison of LA, EM and Recall across different methods in multi-database scenario.

- A2t LinkAlign2 multi-database, single-database setting 250 A XI%H

- H|2t3t LinkAlign2 baselines CHH| 23t LA. recall, EM scoreE &

- O|= LinkAlignO| & X sQL ++& 440 23t DBO| CHSt +2f2 E SIHA (LA) HESH DBE #US 42 O F&st Schema linking2 =dst= A2 2|0]
(Recall, EM)
16



LinkAlign — Result

« Main result: SQL query generation performance

Approach EX (%) Approach EX (%)
DIN-SQL + GPT-4 82.8 DIN-SQL + GPT-4 50.7
MAC-SQL + GPT-4 86.8 MAC-SQL + GPT-4 59.4
DAL LS T 5
MCS-SQL + GPT-4 895 RSL-SQL + GPT-4 67.2
LinkAlign® + GPT-4 912 . - .

. Ty LinkAlign™ + GPT-4 61.6
LinkAlign™ + DeepSeek-V3(671B) 88.9 LinkAlign* + DeepSeek-V3(671B) 575
LinkAlign®™ + Qwen(72B) 86.8 LinkAlign* + Qwen(72B) 53.4

Table 4: Comparison of different methods on Spider-dev Table 5: Comparison of different methods on Bird-dev
dataset. * indicates method using a simplified LinkAlign dataset. * indicates method using a simplified LinkAlign
framework without Step One and Step Two. framework without Step One and Step Two.

=
=

~
(=]

- M|eFet LinkAlign2| schema linking Z1t& AFE3A DIN-SQL 220 H&83t0 sQL #+= &8
- SPIDER Of| M= BASELINE CiH| SOTA d5& 24, BIRD W= S ol 45 24

or
jo
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LinkAlign — Result

« Ablation study: Validating Query rewriting & Response filtering strategy

Model variant Spider AmbiDB
LA EM Recall LA EM Recall

Pipeline 854 375 66.1 69.4 203 504
w/o que. rew. 853 37.7 72.3 63.1 145 52.8
w/o res. fil. 819 26.0 62.0 66.2 15.3 48.5
w/o both 80.0 26.8 624 595 114  38.7
Agent 86.4 47.7 80.7 676 224 569
w/o que. rew. 836 306 730 653 15.1 57.0
w/o res. fil. 66.7 27.8 54.8 585 145 60.6
w/o both 73.6 329 61.1 580 17.6 478

Table 7: Performance comparison of model variants on
Spider and AmbiDB datasets. “que. rew.” indicates
query rewriting and “res. fil.” denotes the response

filtering.

Retrieval A0 A Query Rewritingdt Schema linking THA 0| A Response filtering

HHEH S M A S 2| schema linking s 53

Query rewriting, Response filtering Mg I 25 schema linking 4-s0| 5f2fet

EESF Response filterings M AR S M Query rewriting CiH| 4& St&0| FE2{H

O|= Step twoQ| MIHJ} HE sQL L2 A4

otefo] FEHX = A2 FF

mjo
rot

&= DB AW Z 0|0 MM 45

7
°

HICH2 £7| 2+3H DB 2 7+ 45= step onel| HIIE step two Ol Al Y X|SHECtIE
2 A olo
= T AADO
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Reasoning Text2SQL
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SQL-R1

. . CREATE TABLE circuits (circuitId integer,...... )
& Igazf‘tg::natgf‘ aeGeiga:tgrlxiizt;:z ::; :2; :‘E CREATE TABLE constructors (constructorId integer,...... )
S R e ol B L= CREATE TABLE drivers (driverId integer,...... )
User . Schema  ......
SELECT d.forename, d.surname, AVG(p.duration) AS avg_duration ‘Q‘
FROM drivers d JOIN pitStops p ON d.driverId = p.driverId (v
WHERE d.nationality = 'German' AND STRFTIME('%Y', d.dob) oo /\/
BETWEEN '1980' AND '1985" — [ T —
GROUP BY d.driverId Generating General LLM
ORDER BY avg_duration Loss Model
ASC LIMIT 3; o
Answer Directly Supervised Fine-Tuning
x.-}

*T  <think>...
™ 1. ssIdentify the required informationws:...
2. wsDetermine the relevant tablesws:...

- LS
DB
Reasoning LLM 8. wsConstruct the SQL queryws:
= Start with the 'SELECT' statement to include the required columns:
Policy cen ‘drivers.forename' and ‘drivers.surname\n
Model - Use "JOIN' to link the ‘drivers’, ...

<answer>

SELECT drivers.forename, drivers.surname FROM drivers JOIN pitStops ON

drivers.driverId = pitStops.driverId JOIN races ON pitStops.raceld = races.raceld

Rewards WHERE drivers.nationality = 'German' AND strftime('Y', drivers.dob) BETWEEN '1930'
AND '1985' GROUP BY drivers.driverlId, drivers.forename, drivers.surname ORDER BY

AVG(pitStops.duration) ASC LIMIT 3; °

GRPO

Reinforcement Training
with Database Feedback

Answer after Deep Reasoning

Figure 1: Demonstration of our work. Previous work on NL2SQL primarily relies on supervised
fine-tuning to enable the model to learn how to generate SQL. However, in the case of complex
database schema or ambiguous semantics, the fine-tuned model may struggle to produce SQL that

does not align with the user’s intentions, as it depends on a fixed generation strategy and previous data.

By introducing reinforcement learning algorithms, the model can receive intuitive feedback from the
database during the training process. This feedback encourages the model to independently explore
various SQL generation reasoning approaches, ultimately enhancing the accuracy of its output.
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ir

Reasoning 7|8 Text2SQL 2 &
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complex questiond| T SE[= complex queryE &-d5}7|
o2z
EESESFTE SHEE 7|1&E 222 The SQL querytt d-dstE =2
SQL query== ‘dd3st7| MHX|e| =& 1P’d= O|sfst”| oj2 2
(Interpretability)
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SQL-R1 — Method

« Step 1: SFT (cold start)

Table 1: Overall statistics of different datasets. Note: { denotes that each database in WikiSQL consists of a single table. *
indicates that the number of unique SQL queries for BIRD cannot be calculated due to the inaccessibility of its test set.

Z3tstE 7|89 Reasoning Text2SQL 2 &
Dataset \ Source # Example # Unique SQL #DB Lang. Styles  Knowledge  CoT Solution -CE!-S% g [[H O'I CE Base & = E Rl_2
WIKISQL [92] Human+Template 80,654 80,257 26,5317 X X ) 4 A' &F%Xl 0-” ‘T'Ll'o._l' Cold-start _,_X-” =
Spider [87] Human 10,181 4,489 200 x X X SLO|=~ ol 512 X|5H
BIRD [45] Human 12,751 * 95 X v X %I' Ll O|'7| ‘r‘l ?_I' = °|:|§ |_I 3
ScienceBenchmark [88] LLM-Gen+Human+Template 5,031 3,652 3 x X X
EHRSQL [38] Human+Template 20,108 18,253 2 x x X

Ol © o)

SYNSQL-2.5M \ LLM-Gen 2,544,390 2,412,915 16,583 v v v 7 | % Base & él_ 250D|-0:| 7 H 9' OI-A-I

Step 1: Web Table-Driven

Step 2: Complexity-Aware

Step 3: Stylized Natural Language

Step 4: Chain-of-Thought

CIOJE Mo =2 F/dEl SynSQL-2.5M=
HIEFO 2 ShESEl Qwen?.5-Coder 7| El

777777 DatabaseSynthesus SQL Query Generation Question Synthesis SolutwnSynthesus OmmSQL E oo O AI__g_
i Web Tables H SQL Complexity:  Advanced Func: Language Styles: = Imperative ! Synthetic
' {covering various domains) ; * Simple = COALESCE = Formal = Descriptive ' <database, question, SQL query> |
H = Moderate = CONCAT = Colloguial " Vague ] triplets :
% % % : = Complex = DATETIME ® Interrogative = Metaphorical H I H
! = Highly complex = ... * Concise = Conversational < . t snL> H

Database Generation

Database Enhancement

Synthetic Databases
= Realistic business scenario

i ® Relational tables !
! = Primary and foreign keys 'l

SQL Generation

1. Remove non-SELECT, syntax error,
and timeout queries.
2.50L template-based deduplication.

Quality and Diversity Control ‘

Question Generation

1. Embed candidate questions as
semantic vectors.

" Semantic Consistency Selector
2. Locate the central question.

CoT Generation

5QL-Guided Major Voting
1. Extract SQL queries from candidate
CoT solutions.
2. Perform voting based on SQL queries. |

Figure 1: Illustration of the proposed text-to-SQL data synthesis framework.

Cold-start 2X|E AESt7| |8t =7} SFT
HO|E A S 2 SynSQL-2.5M ENZEl 4 749
o[ 50 AN MEZITE SynSQL-
200KE
SFT ot HIO|HAlE 4

v=(xty")
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SQL-R1 — Method

« Step 2: RL

JGRP0(9) EVNP(V) {0:}&. ,~mg_,,(O|V)

old

1 .
[G Z (IIllIl (TEaUOAi clip ( ratio 1 —€ 1+ E) ) )BDKL(WGHWref)) (1)

A 4

d ~index(j) _
Alt - Zmdex(])>t~m () T - std(R)

- - - - ~ .

- SSE SFT R 2S &3] Text2SQLAIA Reasonings Z25t7| 918t Zetotss o

- SQL-R1 #3fets 202|FE 22 GRPOE AHE, GRPOO| M AdvantageS AlAtSH?| 2|8t verifiable reward
functions Text2SQL &0 XA 47tX| RewardE | €t

- RL & HO|E A2 SynSQL-2.5MH| A Complex0l siEdste 0| HIO|EHE 5k7i sampling®t
SynSQL-Complex-5K H|0|H & <& H|O[HZ ALE
v=(xy")
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SQL-R1 — Method

« Step 2: RL

Format Reward

1, if format is correct
S =

—1, 1if format is incorrect

- Zetehs IHE0|AM stadte EEe| Md=0]
ReasoningEs B2 F&2 <think>...</think> 2t0f|
=711, 2T SQL T+ dEd2 <answer> ..

</answer> £20| & 7| & Format RewardE £ 0

- MNE sQL TR FL sql. ®AIS
o) F

Execution Reward

2, if SQL candidate is executable
0, if format is incorrect
—2, 1if SQL candidate is not executable

MAE sQL 20| dd Tts
Reward

FSt

—

ro
-4
Mo
ro
Ral
=2
rk

Al's |=| |.i'<‘5|- SQL ‘T‘I'—E—OEI 25'—?— Ef% reward01|*‘|
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|-I]
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@
>
Q_’
~—t
=
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SQL-R1 — Method

« Step 2: RL

Result Reward Length Reward

3,  if query result is correct
S, =<0, if format is incorrect or SQL candidate is not executable
—3, if query result is incorrect

0.5+ S, if query result is correct and len,esponse > MAX LENGTH

0.5 X Sy + Sai,  if query result is correct and len,esponse <= MAX LENGTH
S =
0, other cases

where Sy = (lenihink + leNanswer) / MAX LENGTH and Sy = lengg / lengnswer-

- Aot sQlL #20| E sQL et Yt d4E - ldE SsQL #20| RO siEe m 2ol FH
Histel 242, = EX7H 19 820 =2 RewardE Ad EE 2 A3t 51| 2510 g Z0| 2HE9
=Noy rewardg 50

- CH2 RewardCHH| 7}% scaleO] AEZ MAE2 - % reward0| M O] & QI &= think length,
DE0| Mt sqQL TES MAMSIE E Reward2 answer length2| 0] MAX LENGTHS} H| =5} H A
MA SHCH= HS o 2 9|2 answer lengthti0ll SQL length H| 20| =2 A <27t

7t =2 rewardE 22 = US

- BF9} thinking path7t & ZO0{E &% penaltyS
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SQL-R1T — Experimental Setups

- Experimental dataset

Spider

BIRD

Segment

Size

Segment

Size

Train

8,659

Train

9,078

Validation

1,034

Validation

1,534

A B

original_colur column_name

CDSCode
Academic Year
County Code

District Code

School Code

County Name

District Name

School Name

District Type

|schoal Type
Educational Option Type
NSLP Provision Status

Charter School (¥/N)

Charter Schoal Number
Charter Funding Type
IRC

Low Grade

High Grade

Enroliment (K-12)

column_description
€DSCode

Academic Year

County Code

District Code

Schaol Code

County Code

District Name

School Name

District Type

School Type
Educational Option Type
NSLP Provision Status

Charter School (¥/N)
Charter School Number
Charter Funding Type

Low Grade
High Grade

Enrollment (K-12)

Metadata

D E
data_format  value_description
integer
integer
integer
integer
integer
text
text
text
text
text
text
text

0:N;
integer F
text
text
integer Not useful
text
text
commaonsen
se evidence:
real
K-12: 1st
grade -
12nd grade

{'question_id": 0,

'db_id": 'california_schools’,

'‘question': 'What is the highest eligible free rate for K-12 students in
the schools in Alameda County?’,

'evidence': 'Eligible free rate for K-12 = “Free Meal Count (K-12)"/
“Enrollment (K-12)”,

'SQL": "SELECT ‘Free Meal Count (K-12)" / "Enrollment (K-12)" FROM
from WHERE "County Name' ='Alameda’ ORDER BY (CAST( Free Meal
Count (K-12)" AS REAL) / ‘Enrollment (K-12)') DESC LIMIT 1",
'difficulty': 'simple’}
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SQL-R1T — Experimental Setups

« Maetric

Execution Accuracy (EX)

EX = N
. 1 if V,=V,
1(V;,V;) = s
0 if V£V
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SQL-R1

« Baselines

S Q L_ O 1 End-to-End Text2SQL Method Heuristic Dynamic Search for Text2SQl
Backpropagation
Query Query e N e
/\’ 1S
Q_p Slmulate .’ V2 92
(©9) 88 ‘ - 2
T LLMI . -
LLM EAA
== - 3 ~_ Self-Reward
Lm2 | 2 > . 2): 86
Inference Inference ™ £ L
AR 2
Qg Qg ¥ ¥
LLM | LLM3 . Exec.Results
Answers Answers Answers / o3 4

Figure 1: The illustrations of the differences among
end-to-end Text2SQL method and Heuristic Dynamic
Search with Self-Reward.

- Text2SQL reasoning= Monte Carlo Tree Search (Selection, Expansion,
Simulation, Backpropagation) &2 Edff M2

|0
s

- DUZ ST e O 2 stEt £ ShEEl B EO| reasoning path A& IO
MCTS 7 22 245t reasoning & EHE X|Q

Experimental Setups

- Sy r
4+ R o
Reasoning-SQL e ol of S} e
g 1 1 1 6
9 prompt . 1 08 08 a1
Which school in Contra Costa has . :’;':E‘L'
the highest number of test takers? .

@D ==

Figure 1: Overview of the GRPO-based Text-to-SQL training pipeline. For each natural language
prompt q and its associated database schema, the policy model 71y generates a group of candidate
SQL queries. Each candidate is evaluated using a suite of reward functions to produce a composite
reward. These rewards are then used to compute advantages and update the policy via GRPO.

- SQL-R1Zt H|=8}AH| GRPORL Text2SQLE 913t RewardE M AH/SH0 RLE & E
Reasoning-RL X ¢t

- Execution accuracy reward, LLM-as-a-judge reward, Syntax check reward,

Schema linking reward, N-gram similarity reward, Format rewardE At&

27



SQL-R1 — Result

« Main result

Table 1: Execution accuracy (%) of different NL2SQL methods on Spider and BIRD benchmark.
Candidate Spider Spider BIRD

NLZSQL Method Base Model Selection (Dev)  (Test) (Dev)
CodeS [14] CodeS-15B - 84.9 79.4 57.0 - Mot _R1S ; CHH| e |
DTS-SQL [13] Deepseek-Coder-7B - 85.5 844 55.8 1' o SLQ-RT= Baseline H | L
CHESS [7] Deepseek-Coder-33B - - 87.2 61.5
Alpha-SQL [29] Qwen2.5-Coder-7B Self-Consistency 84.0 - 66.8
SQL-01 [30 Qwen2.5-Coder-7B  Self-Consistency 84.7 85.1 66.7 ol = AL o Xt O A
OmniSQL [22] Qwen2.5-Coder-7B  Self-Consistency 855 889  66.1 & ¥ Base Model, & parameterE M= 40| SQL-R10| 7}& 2=
DeepRetrieval [31] Qwen2.5-Coder-7B - - 76.1 56.0
Reasoning-SQL [32] Qwen2.5-Coder-14B  Self-Consistency 81.4 - 65.3
C3-SQL [10] GPT-3.5-Turbo Self-Consistenc 82.0 82.3 -
DIN-gQLm GPT-4 - Y 82.8 85.3 . GPT-4, Gemini 1.5- Progf 2 =2 Proprletary model2 = A|"9'o|'f
DAIL-SQL [16] GPT-4 Self-Consistency 83.6 86.2 54.8 o
MAC-SQL [9] GPT4 Self-Consistency ~ 86.8  82.8  59.4 ot 452 E0|0 3B 22 2| ZS BIRDY A comparable
SuperSQL [33] GPT-4 Self-Consistency 84.0 87.0 58.5
MCTS-SQL [34 GPT-40 - 88.7 86.6 69.4
OpenSearch-SQL [35] GPT-40 Self-Consistency 87.1 69.3
CHASE-SQL _[36] Gemimi-1.5-Pro - - 87.6 73.0
SQL-R1 (Ours) Qwen2.5-Coder-3B  Self-Consistency  78.1 78.9 54.6
SQL-R1 (Ours) Qwen2.5-Coder-7B  Self-Consistency  87.6 88.7 66.6
SQL-R1 (Ours) Qwen2.5-Coder-14B  Self-Consistency  86.7 88.1 67.1




SQL-R1 — Result

Main result by complexity level

Table 3: Execution accuracy (%) of different complexity levels on BIRD-Dev dataset.

NL2SQL Method Base Model Simple Moderate Challenging All
CodeS [14] Codes-15B 65.8 48.8 424 58.5
DAIL-SQL [16] GPT-4 63.0 45.6 43.1 55.9
SuperSQL [33] GPT-4 66.9 46.5 43.8 58.5
SQL-R1 (Ours) Qwen2.5-Coder-7B 72.1 60.8 51.0 66.6
SQL-R1 (Ours) Qwen2.5-Coder-14B 72.4 59.7 56.5 67.1

- 59| CtE Baselines OiH| HO0|= &30 & 95 H2ZF0[ {2 A2 = If H0|= Hel0| = robusttt §5& EO|

rir
paL]
mjo
Lot
ro
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SQL-R1 — Result

« Main result by cold start strategy

Table 4: Execution accuracy (%) of models with different cold start strategy. The Reasoning
Instruction column is applied represents the instruction applied SFT process.

Reasoning Spider Spider BIRD

Model SFT Data Instruction (Dev) (Test) (Dev)
Qwen2.5-Coder-7B - X 77.4 79.4 58.2
Qwen2.5-Coder-7B SynSQL-200K 82.7 83.3 57.0

Qwen2.5-Coder-14B - X 87.0 88.0 66.1
OmniSQL-7B [22] SynSQL-2.5M X 855 889  66.1
OmniSQL-14B [22] SynSQL-2.5M X 86.2 88.3 65.9
SQL-R1 + Qwen2.5-Coder-7B - X 84.5 86.1 63.1
SQL-R1 + Qwen2.5-Coder-7B  SynSQL-200K 84.7 86.4 59.2
SQL-R1 + Qwen2.5-Coder-14B - X 86.7 38.1 67.1
SQL-R1 + OmniSQL-7B SynSQL-2.5M X 87.6 88.7 66.6
SQL-R1 + OmniSQL-14B SynSQL-2.5M X 86.4 87.6 66.6
- Text2SQL taskOf| A| RL 7|8t reasoning model2 &2 M Base2 & M7 I CIO|HAl MEO| [HE SFT Z&O| RL E50f O|X|= S¢S
Qtot = 1 X}
Tt 282 A
- OIOlE Aol &, IO|HAe| 1/ BrAl S0f HE %|F Reasoning ‘85 Hat 5H
- =4 A4 Ho|HAlel 40| HEZ+F Reasoning 40| E0IF 2, 0|= 7B &S SynSQL-200K &2t ‘&1 OminSQL-7B & 2| ds
HoZdunE 8o & = US 20
S| T O Al oL > : : &4l O L L SEAL 5O




SQL-R1 — Result

- Ablation study: Validating reward design

Table 5: Ablation study of reward compo-

nents on BIRD-Dev dataset. - Reward design0i| &tot EtEd A5 = ?I5 Ablation StudyE T
Reward Function Accuracy (%) - ZE RewardE HAHZO| W12 M5 M3[7t LIEHIE ZHO2 2 W, 2} rewardis
Qwen2.5-Coder-7B 58.2 SQL-R12| reasoning 58 &40 7|04 & St= AS & = US
Sf T Se T S'r T Sl 63.1 - SHH  Execution Reward, Format RewardE& HA3US I H&5 s}2H0]

- w/o 5y (Format Score) 604 (1 2.7) SCERIE A2 B 0 SQLPES SynaE HHY| ME2EE B52 KEE
- w/o S. (Execution Score)  60.7 (| 2.4) areio] AT MBSt SQL 2 M| SmBS o & oo

- w/o S, (Result Score) 62.4 (4 0.7)

- w/o S; (Length Score) 61.0 ({ 2.1)
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