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Multimodal RAG in 
Long-Context DocVQA

120425 Weekly Seminar
심규호
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Multimodal RAG in Long-Context Document Understanding

Document Understanding
1. LLMs & Text-based RAG methods

a. Convert the document (e.g., via OCR) into text for processing
b. Strip away critical multimodal information (e.g., figures)

2. LVLMs (Large Vision-Language Models)
a. Enhanced understanding of multi-modal information
b. Constrained input size →Suffer from multi-page document comprehension

⇒ Multimodal-RAG methods 
- Image representation
- cross-modal representation

(text + image) 
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Multimodal RAG in Long-Context Document Understanding
Overview

Image-based Multimodal RAG
1. Collections of PDFs/Documents

2. Conversion to IMGs (e.g.,  PDF2Img)

3. Retrieval 

a. Page-Query Relevance (ColPali)

4. Generation (LVLM)
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Multimodal RAG in Long-Context Document Understanding
ColPali-based Multimodal Retrieval

ColPali - Retrieval in Vision Space
1. Encode Query
2. Late Interaction Mechanism
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M3DocRAG
Real-world Document Understanding Scenarios

Framework
1. Information across different pages 

or documents
a. existing VQA methods 

cannot handle many long 
documents

2. Complex Visual Formats
a. tables, charts, mixed layouts

Accurately & Efficiently answering 
questions across numerous, lengthy 
documents w/intricate layouts

⇒ M3DocRAG
Multi-modal Multi-page Multi-Document Retrieval-Augmented Generation
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M3DocRAG
Real-world Document Understanding Scenarios

Dataset
1. Existing DocVQA datasets are not adequate for 

open-domain setting
a. Closed domain: grounding to a single source 

document
b. Open domain: searching a large corpus

Large ‘haystack’ of multi-modal documents & retrieve relevant 
information to generate the final answer
→ 2,441 multi-hop questions, 3,368 PDF docs, 41,005 pages

⇒ M3DocVQA 
Multi-modal Multi-page Multi-Document Visual Question Answering
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M3DocRAG
M3DocRAG framework
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M3DocRAG
Experiments - M3DocvQA (Open-Domain)
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M3DocRAG
Experiments - MMLongBench-Doc (Closed-domain)

MMLongBench-Doc
1. Closed-domain
2. Models must handle a long PDF document (up to 120 pages)

a. Concatenation strategy that combines all screenshot pages into either 1 or 5 images & inputs hese images 
to LVLM
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M3DocRAG
Experiments - MP-DocVQA (Closed-domain)

MP-DocVQA
1. Closed-domain
2. Models must handle a long PDF document (up to 20 pages)

a. Concatenation strategy that combines all screenshot pages into either 1 or 5 images & inputs hese images 
to LVLM

3. Existing Entries are fine-tuned specifically for MP-DocVQA 
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M3DocRAG
Conclusion

1. M3DocRAG - RAG Framework that flexibly accommodates various document 
contexts (open & closed-domain), question hops (single & multi), and evidence 
modalities (text, chart, figure, etc.)

2. M3DocVQA - the first benchmark that evaluates open-domain multi-modal document 
understanding capabilities

3. Robust performance in three datasets: M3DocVQA, MP-DocVQA, MMLongBench-Doc
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2025 EMNLP
Main
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MoLoRAG
BootStrapping Document Understanding via Multi-modal Logic-aware Retrieval

Framework
1. RAG methods rely solely on Semantic Relevance

a. Ignoring logical connections between pages & query → Essential for reasoning

→Page graph that captures contextual relationships/dependencies between pages
→Combination of semantic & Logical Relevance to deliver more accurate retrieval

⇒ MoLoRAG
Multi-modal Logic-aware Document Retrieval-Augmented Generation
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MoLoRAG
BootStrapping Document Understanding via Multi-modal Logic-aware Retrieval
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MoLoRAG
BootStrapping Document Understanding via Multi-modal Logic-aware Retrieval
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MoLoRAG
BootStrapping Document Understanding via Multi-modal Logic-aware Retrieval

Graph-based Index
1. Page Graph Construction

a. Node - page
b. Edge - based on the similarity b/w pages

Graph Traversal for Retrieval
1. Initialization

c. Semantic score based-selection →Initial Exploration Set
2. Relevance Scoring

a. VLM assigns a Logical Relevance Score (page - query) to each page 
b. Final Relevance Score = Logical relevance score + Semantic score

3. Iterative Traversal
a. Once completed, all visited nodes are re-ranked based on their final relevance 

score
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MoLoRAG
Experiments - Overall Performance (top-3 retrieval)

1. LLMs struggle with document understanding compared to LVLM-based methods
2. MoLoRAG consistently boosts LVLM performance



C
op

yr
ig

ht
 ©

 2
02

3 
N

at
ur

al
 L

an
gu

ag
e 

P
ro

ce
ss

in
g 

&
 A

rti
fic

ia
l I

nt
el

lig
en

ce
 L

ab

MoLoRAG
Experiments -  Retrieval Performance
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MoLoRAG
Conclusion & Limitations

Conclusion
1. Overcame the reliance solely on 

semantic relevance for retrieval 
⇒ Incorporating Logical Relevance 
via Page Graph

2. Multi-hop Reasoning over page graph

Limitation
1. Primarily focused on closed-domain 

document understanding

2. Extension to Open-Domain setting 

remains as a challenge



C
op

yr
ig

ht
 ©

 2
02

3 
N

at
ur

al
 L

an
gu

ag
e 

P
ro

ce
ss

in
g 

&
 A

rti
fic

ia
l I

nt
el

lig
en

ce
 L

ab

Thank you
Q&A


