Preventing Memory Contamination
in Multi- Agent Systems
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How Current Multi-Agent LLM Systems Work?

Planner — Writer

Shared State
’_’L‘_‘ / (Memory, Context, Summary \ F’L‘T
oo L J o o

Researcher Verifier
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Current Verification: CHE= OutputO| LI= & O:X|2} THA[O| Al BE. =, state-levelO| OfL|2}

post-hoc correction2 £ &gt

g
©
—
o
%)
c
o)
o0
°
2
£
T
L
=
=
e
<
o3
0
=
(2]
7]
@
o
o
2
a
)
=)
@
=)
=)
=
@
i
©
2
=]
2
1)
z
o
N
o
N
()
=
=
o0
=
=
a
Q



}’% Natural Language Processing

. & Artificial Intelligence
Preliminary

Why Multi-agent Hallucination is dangerous

& Single LLM «¢ Multi-Agent System

» QF= & WYE|D Z (Static) » Shared state A& — CtE OIO|HEI} AH[E ALE

» Stateless —» Cascade &1} 8IS + Cascade + Amplification + Temporal Propagation
» Self-correction H|11% £0| o 0]0] HX|H £ E715 (Irreversible)

CASE STUDY: MEDICAL CONTAMINATION CHAIN
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Input Error Diagnosis Agent Treatment Summarizer
PR R Agent Discharge Summary &
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Multi-agent hallucination= Time-based propagation =A|O|H, EF LLMECF WM X[ H X 2
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The Shared-State Contamination Problem

Past State Reference(t-3, t-5)

Planning, Multi-hop QA, Negotiation & 0f A
OO M E&= 1} HO| StateE EUMOE LA
==

Agent A generates Fact (Error)

e Saved to Shared Memory
Of O EOof|Al A0 ot @F71 O]9 SEE e AT
ZFEZ contaminate Al 5

O|[M, LLM2| message passingO| QtMSH L,
Shared State AtA|7F L EE[H A[AED K| 7F
= 1| =

Agent B, C reuse Error as "Ground Truth"

=> Hallucination DetectionO| OtL|2}, L & M E 7 Memoryd| 2= +=7t= 2 0f0F 2t
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Existing Verification is Mostly Post-hoc

Z[Z&9[ Verification 72/

Self Reflection: LLMO| AA 2 EX| ZX|

Majority Voting: Ensemble £ 25 Zr A

Verifier Agent: 5783 = & Tt fact-checking

Tool-assisted: Calculator, Web Search
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-> Shared Memory Verification: Memory Write Z'A|, State-level Control, Prevention Approach
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Derailer-Rerailer: Adaptive Verification for Efficient and Reliable
Language Model Reasoning
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ACL 2025 Findings
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Emulating Human Cognitive Systems in Language Model Prompting

System 1: Immediate Prompting System 2: Iterative Prompting
Single Forward Pass: ot HO| Q&M O| S £ Multi-Pass & Refinement: BF=, & A, =3
y; = M(z,p;) for i=1,..k
sz(:I:,p) 51:"':3ﬂ:y:M($!p) .

Yy = V(yl'; ooy Yky :E)

Low Cost, & 2 =5 High Cost, S &0t 24| Z=

AH 1H| 2 =FZH S AHE8lOF of=71?
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Derailer

- Derailer?| SH2 LE[AH AL LREIH EE|= stable reasoningl| At E A&, M AHSIH, 1H|E2| iterative
prompting0| AH2| =&0| £[X| g= d%E 02| Zejli= A
- Derailere= 7HH2 consistency checkE ?I8ll n7H2| MES 44510 HHO| HEH QIX| HIhat
- OHE™ FE2 A7t 29| Eotopg

- 8 dAks Aldt 28H0| ook

Derailer Mechanism )

(A, . A
Input Question A Generate N answers 7
N=5§ Consistent? Feoo
| 32522 A= (A A) =
Yes

Input Question B Generate N answers Rerailar P
Tossing afaircoin 3 |y = 5 eraverrocase
times, probability of
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Rerailer Overview

P(y,S|z) = P(s1|x) HP(Sz"Sl:z?—la-T)P(ylS: ) P(s;|81:4-1, )
i=2

- Pairwise Comparison: ZI reasoning state?| 222 F7tg Ijf, Z 20| AL M+E Oj7|=F ot= WAIO| OfL|2t s =
MEEl & EFHES pairwise comparison St & gt

- Dynamic Branching: 5 Z 20| H| 2 Z1t7} 20| Heke M 7t SHMS S1X| 41, SHY TP 27} branchS St

Rerailer Process ) Rerailer Stages )
: . -~ ~
. . — .. Optimal Path
3 qualifications | - .
— HHT HTH, THH | — ¥V = > ) o fmmeemesmeseaa- i
. A s 2 y X — " F Generation Stage ’ %
Consider all . . Count all . . . Question B ! Generale koulcomes | |
™1 outcomes VYT combinations =8 [ 7 v : ] lk_f‘;r_“;;'_‘ step Si - v
. P . . V8 1 = In his examp N r
: e . - Consecutiveand | - : . o 4
Input Question B : : : . =\ sperateheads [— X X . PR .
Tiaig e o8 3 : : : : : : 3 /Comparison & Scoring 1\
mes, proba 0 ; s < : . " S - ! Pair wisely compare k g
; . . . Binominal F '
exactly 2 heads? : ¥ : Y p— Fornuds — J ¢> [ 8 ) : utﬂl_lﬁll!_i‘l:ﬂnn 7 1
' 2 : : - 2 h. = m m- 1 '
: : 1 otherwise v
: + =1 Apply Math toois |— " X — FEmmmmmmmmmmm— N
: : - e
. X . . . . 4 PN
— 2 1R2=14 | X X: : : " R
s . : . ' Aggregate & Backtracki
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Rerailer — Candidate Generation

- Z} reasoning THA| 0| A 222 adaptive sampling= AFEd & 72| 2 & siE M-d%t
1 .2
{si,ysi} ~ M(|z, s1:-1)
Code Interpretert} AM, A &t7| 5 [ =75 28&5H self-verification| H2e 7t o E

-> VerifiAgentE LLM-as-a-Judge®| o HEHZ, reasoning correctnessOfl E3tEl =7 7|8 AF 2 st
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% . ’ ~ ~
= . . — . Optimal Path
T 3 qualifications | - :
2] — HHT HTH, THH | — ¥V = > ) o fmmeemesmeseaa- i
= : ’ . — Generation Stage ' !
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= exactly 2 heads? . : . i g— BF"mm""':' XV =>(C » ) * outcomes within the step. | )
- : . . . : x < 4 Sun 1 if logic is better, 0 ¥ '
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Methodology — Framework and Implementation
Rerailer — Pairwise Comparison

- 2R MY =& sEHS €80 7 2& 7t 2|0y, =2|X Xt0|F EIHE

[

- O|W, bidirectional voting HAlS Edll, 22 AS F B H WSO ZMN ordering biasE &

%]

(2,0) if both favor s} over s
f(st,s2) =< (1,1) ifyield a tie decision
(0,2) if both favor s? over s}

C oS4 L 1T - = s N o
- Ol MHHoN F 2EE SEAECZ UM, 20t 74100 Hlw A0S 20lg = JUS
Rerailer Process )
. ~—" . Optimal Path
3 qualifications | - :
! T, HTH, THH [ WV = ) )
Consider all Count all : : Question B
outcomes . N | combinations =8 [ v :

Consecutive and

Input Question B ——| sperateheads [ X X .

Tossing a fair coin 3
times, probability of
exactly 2 heads?

Binominal

| Formula _'X«@m J

Apply Math tools f— o X —

1122 12=14
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Rerailer Stages )
_A_

I e

o TTTmmsmsesme- ol
; Generation Stage P
[] Generate k outcomes 1 '
: for each step S 'l :
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Methodology — Framework and Implementation

Rerailer — Adaptive Strategy Selection

Alo| mat S CHAlo| B Makg Mes

B 39| pairwise comparison &4

_—

- H|m ZIpt YA o SEE MY AL 1 ZIME reasoning pathOll 27tk

- SHO ER F 2H B5E O2 THAQ| YHo 2 ALESIH, 1
greedy  f(s} z, s7) = (2,0),(0,2) o Jst o if f(st s?) =2

o(s;) = s; =
explore  f(s} i, t)—(1 1) sf 1ff(st, 3)=0

Rerailer Process )

3 qualifications
HHT, HTH, THH

Count all
combinations = 8

Consider all
outcomes

Consecutive and

Input Question B sperale heads

Tossing a fair coin 3
times, probability of
exactly 2 heads?

Binominal
Formula

Apply Math tools

— 12*12=1/4

3-level Probability
o
Tree

Ch= CHAZ Tle

2|=& CtA| Candidate Generation

Optimal Path

Question B
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THAZ =otE

Rerailer Stages )
_A_

-~ Y
; Generation Stage ;' A
[} Generate k outcomes i ]
: for each step S 'l :
y (k=2 in this exampla) ' I

L LY r

R e e T -
P — .

;’thm & Scoring ¢+ v
! Pairwisely compare k! :
' outcomes within the step. | |
| Score = 1 if logic is better, 0 |

\ othenwise L

e T -
gmmmmmomeomoco-e
' &

’A.ggl'egate & Backtracking

; Compute aggregated scores |

i and find the optimal path |‘ '
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Rerailer — Final Path Selection

- HEA reasoning EO| SEEH MYot 25 F20| Ofste 8 ALk

Score(S E f(si,-)

=1

- O 37 &2 HFE 71Tl BEE %5 reasoning chainQ 2 MElig
- X|T e o] A2o| OtX|at CHA 0N =EE
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5
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g Rerailer Stages )
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£ 2 -~ ~
= 3 qualifications - ; .. Optimal Path
E‘g HHT. HTH, THH : s ), N T T R R e :.,.-. \
= 5 : : —— ;  Generation Stage P
2 Considerall | - Countall | - . . . b B
g outcomes . . combinations =8 |- z . : : p for each step Si Vool
@ . . . . . . V8 y (k=2 in this exampla) ' I
8 ¢ . . : Consecutive and . e b Yo Y
< Input Question B : : . : sperate heads —————— ——

- — . . . : : - ’ ror
%(;o Tossing a fair coin 3 : : . : . : . 3 1+ Comparison & Scoring R
3 times, probability of . . . . Binominal : s " ! Pair wisely compare k : L
< exactly 2 heads? ’ x : . Fommids { [ ! outcomes within the step. | 1
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g . x x : \ otherwise vt
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Baseline and Experimental Setup

- Datasets

- BigBenchHard, MATH, StrategyQA S0l =2tz 277 H|O|H ZtH|112|

- Baselines:
- Immediate Prompting: Least-to-Most, Chain-of-Thought & 25 Tt forwardZ reasoning pathS - gst= 24

- lterative Prompting: Self-Consistency, Chain-of-Verification, Tree-of-Thought

- Metric
- Effectiveness: Zf =& FAO|MQ| accuragyE &8
- Efficiency: €3, 28 EZ 9| 2 &

- AGKT(Accuracy Gain per K Token)

- Zero-shot baseline CHH| F=t= 2FAO0| 1,000 EET GOt MU =X

0

g
©
—
o
%)
c
o)
o0
°
2
£
T
i
=
=
e
<
o
0
=
(2]
7]
@
o
o
2
a
)
=)
@
=)
=)
=
@
i
©
2
=]
2
1)
z
o
N
o
N
()
=
=
o0
=
=
a
Q



o
]
—
o
o
=
o
.00
9]
]
=
<
L
=
s
c
<
%]
00
=
(2]
7]
Q
[}
o
o’
o
(o)
o0
©
>
0
=
©
—
©
=
=}
=
<
z
=}
N
o
N
©
-
=
a0
o
=
a
Q

Experiment

Main Results

- Derailer: 2273t Ht8 ZTEIZEIZ X|HS| A4 H]

- Rerailer: 2278739t reasoningd CHSH Hust @F E
et

- T8 7|z HeEet 45 EAQ HAE 40l 45 &
T

- AU AL 1 OA8S EESHY| Rl FEet 7|
25

oz
mjo

0x
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Model Method Math Ace (%) Sﬂ:';‘,;;" C“‘:ﬁ“&:‘;’“e Overall Acc (%) Tokens (K) ;‘EFOE::S‘ :’%‘;
Zero-shot CoT 68.3 77.6 722 727 0.108 :
Least-to-Most CoT 70.4 79.3 74.1 74.6 (+1.9) 0.372 5.11
Five-shot CoT 729 81.4 74.8 76.4 (+3.7) 0518 7.14
Self-Consistency(SC) 77.8 86.5 75.2 79.8 (+7.1) 1.732 4.10
Derailer + SC 776 86.3 75.1 79.7 (+7.0) 0.762 9.19
Claude-3.5-Sonnet Chain of Ver (CoVe) 782 86.8 754 80.1 (+7.4) 1.778 4.16
Derailer + CoVe 779 86.6 753 79.9 (+7.2) 0.793 9.08
Tree of Thought (ToT)  78.1 86.7 75.4 80.1 (+7.4) 2.245 330
Derailer + ToT 77.8 86.5 752 79.8 (+7.1) 0.845 8.40
Rerailer 78.0 86.7 753 80.0 (+7.3) 1.458 5.01
Derailer + Rerailer 80.8 87 | 759 82.1 (49.4) 0.592 15.88
Zero-shot CoT 382 713 70.4 60.0 0.132 ;
Least-to-Most CoT 39.6 724 723 61.4 (+1.4) 0.448 3.13
Five-shot CoT 41.8 74.7 72.9 63.1 (+3.1) 0.628 4.94
Self-Consistency(SC) 459 79.1 734 66.1 (+6.1) 1.932 3.16
Derailer + SC 457 78.8 733 65.9 (+5.9) 0.892 6.61
Llama-3.170B  Chain of Ver (CoVe) 462 79.4 736 66.4 (+6.4) 1.972 325
Derailer + CoVe 46.0 792 735 66.2 (+6.2) 0.923 6.72
Tree of Thought (ToT) ~ 46.1 793 735 66.3 (+6.3) 2.458 2.56
Derailer + ToT 45.9 79.1 73.4 66.1 (+6.1) 0.968 6.30
Rerailer 46.1 79.3 735 66.3 (+6.3) 1.652 3.81
Derailer + Rerailer 48.4 818 | 742 68.1 (+8.1) 0.648 12.50
Zero-shot CoT 59.5 46.8 69.2 585 0.121 ;
Least-to-Most CoT 62.4 49.1 71.8 61.1 (+2.6) 0.389 6.68
Five-shot CoT 63.9 50.8 724 624 (+3.9) 0.556 7.01
Self-Consistency (SC) 68.6 552 729 65.6 (+7.1) 1.795 3.96
Derailer + SC 68.3 54.9 728 65.3 (+6.8) 0.823 8.26
GPT-40-mini Chain of Ver (CoVe) 69.3 55.5 732 66.0 (+7.5) 1.842 4.07
Derailer + CoVe 68.9 55.3 73.1 65.8 (+7.3) 0.864 8.45
Tree of Thought (ToT) 692 55.4 73.1 65.9 (+7.4) 2.325 3.18
Derailer + ToT 68.8 55.2 73.0 65.7 (+7.2) 0912 7.89
Rerailer 69.0 55.4 73.1 65.8 (+7.3) 1.539 474
Derailer + Rerailer 72.0 585 | 738 68.1 (+9.6) 0.639 15.02
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Ablation Study and Analysis
Sample Size - Derailer Analysis

Acc Gain per K Tokens with Accuracy & Tokens for Derailer + Rerailer
(Most Efficient at n=5)
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Ablation Study and Analysis
Sample Size and Comparison Mechanism & Case Study

Binary (k = 2) Ranking (kK = 3) Pairwise (k = 3)

Task

Acc (%) Token (K) Acc (%) Token (K) Acc (%) Token (K)
Math 67.2 1.59 65.8 2.12 67.3 2.88
Symbolic 75.2 1.52 73.5 2.08 75.1 2.72
Commonsense 71.2 1.40 70.8 1.85 71.2 2.25
Avg 70.8 1.47 70.2 2.02 70.9 2.61
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VerifiAgent: a Unified Verification Agent in Language Model Reasoning

Jiuzhou Han® Wray Buntine’ Ehsan Shareghi’
" Department of Data Science & Al, Monash University
> College of Engineering and Computer Science, VinUniversity
jluzhou.han@monash.edu = wray.b@vinuni.edu.vn
ehsan.shareghi @monash.edu

EMNLP 2025 Findings
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Introduction

Motivation
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Introduction

Motivation

Two Key Empirical Findings

1. LLM reasoner= Majority Vote, PRM (Prcess Reward Model)X} Z= inference scaling 7| H=2 Soll d=2 S&AZ F

QIO L} VerifiAgent= 0 Y2 HEO2 O £ Motz E st

L O O g

=
IT
£ SN =2 A E|H, Reasoner2t FEHSHA & 2=

o
N5 Eue B

—— 1 T guogpuve o~ IT— T 11, —=T1; © 11, 77— &5 T o TO = L M= “Ne=21-1T TT°M PyUrorr ITItcr greecT,
A cC Oos = = EHS
A AT S TR T =S Ats dEiE
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Related Work

LLMs as Verifiers

- LLM2 backward verification, mask checking & &%l CtE LLM2| reasoningg EHN 2 HAJE = US
- Chain-of-Verification X & Si &= CHAHE 265t 25 dadE =9 = U2
- Code Interpretertt A2 A 47| 5 /& ET7E 28E5IH self-verification?| F2t =7t St E

-> VerifiAgent= LLM-as-a-Judge?2| o8 HEHZ, reasoning correctnessO| S22t =+ 7|8t 5= A

Scaling Test-Time Compute

- Test-Time Compute Scaling2 &2 HHA MM A ttzfs 52 ==& &0/ TEEY

HFE AH
-/ O

MH

22 coverageE =O0|X| 2t 2Tt verifier= & 740 SHAE BtF

- Verifier 7|8t ME8f2 pase REIO| &8 XV 2T +E O tPEoZ M50 AALE &

1
0%
0%
=
~
2
oot

-> VerifiAgentE &H& 810 frozen LLM2 2 test-time scalingdl| S&z|0 2
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VerifiAgent
Overview

- VerifiAgent= frozen LLMO|| 2|8 H|FHLES Zgdl CtYet =2 otAe| 8 & npE0| SHIEX] 25 = UESF = plug-

- VerifiAgent= layer-1: Meta Verification, layer-2: Tool-based Adaptive Verification2 2 &
- OtLO| solution2 O] & layerg =X L2 AN HIHEH, & HRY HAC| HAE2 meta 4F HHAOAN 2 ALE ot O

SoBoRN HH AS YHEE =Y € veriiagent
i To verify the correciness of the given answer, let's perform a Meta Verification first. ]
;1. List all the known conditions and final abjective provided in the problem ... 1
E 2. Divide the answer into individual and explicit logical steps ... i
i Completeness: Check if it contains a clear result or conclusion to the question. .. E
'u Consistency. Check whether each step logically follows from the previous ome ... '

B B B il —
- -

" The answer is complete and logically consistent. Mext, let's perform a Tool Verification. *
For this reasoning task, | will use ... to verify ...

,/r Reasoning Task & Sﬂluﬁ{:—r:\".

I Mathematical Reasoning |

| Commonsense Reasoning | ﬂ,

Logical Reasoning

Hybrid Reasoning : e 1= ———=—= e : !
. I ,
. 1 p | B | i
: i II . i: Z2 i ;
. | Pylhon Intarprater : I Search Engina | : Thearem Prover | 1
e [ L !
Evaluation Result ' :
Th& ool execution result indicates that ... Based an the two verification results _.
sason 0 T i
Error R = . : Sun’rnarlsahnn.

E Evaluation Result: [Correct/incormrect]
. Error Reason: Thera |5 an armor in Step ..., and this error s because ...
Revision Method: To avold making the armor again, ...

+ Merification Score: ...

Revision Method

Verification Score

fpm——— G

|

)
Feedback Y

|
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VerifiAgent
MetaVerification

- Meta Verification®| 552 solution®| & 7tX| EHS ABst= A
- Completeness: EFM0| A0 275l= B& @45 HEGUO0| £, ot 223 MS5t=XAE 2/ofg
- Consistency: =2|8 S 50| HZE, =5, 2+ gl0| AtALFHA O|0X[=X|& 2|0[=

- 7| HAE 7I=H EE E45S BN, S»ATSHAL ReE £FU0| S AR Ho7ts AS SR

,/rﬁeasuning Task & Sﬂluﬁ{:—r:\l. :’ To verify the correciness of the given answer, let's parform a Meta Verification first.
;1. List all the known conditions and final abjective provided in the problem ...
I Mathematical Reasoning | : 2. Divide the answer into individual and explicit logical steps ..
. Completenass: Chack if it contains a clear result or conclusion to the gquastion. _.
| commonsense Reasoning | | Input . Consistency: Check whether each step logically follows from the previous one ...

| Logical Reasoning |

For this reasoning task, | will use ... to verify ...

I Hybrid Reasoning | ; i_ _________ : i_ _________ ; i— _________ : E
> - e Qo 23

I/— Feedback \

Python Inbarprater Search Engine Thearerm Prover
EvaluationResut | | _ —__CoTTTm mmmmmmmmmm mmmmmmmmme

| | Th& ool exscution result indicates that ... Based on the two verification results ..
L0 T e
| =il S | i : Sun’rnarlsahnn. '
i . Evaluation Result: [Correct/incorrect] 1
Revi Method ] ]
I evision | . Error Reason: There (s an error in Step ..., and this error is because ... i
| Verification Score | Revision Method: To avold making the armor again, ...
l\k _//' + Werification Score: ... g
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VerifiAgent
Tool-based Adaptive Verification

,/r Reasoning Task & Sﬂluﬁ{:—r:\".

I Mathematical Reasoning |

| Commonsense Reasoning |

Logical Reasoning

Hybrid Reasoning

| |
\L )
I/— Feedback \

| EvaluationResut |

| Error Reason |

| RevisionMethod |
l\|__ Werification Score _/l/l

Input

Outpu

§1)= Natural Language Processing
& Artificial Intelligence

&
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'l'.'.' ‘u’anﬂAg ent

. Tn \ruril‘yr lhu coreciness nﬂhu given answer, Ials parfurm a Hn'h \hrl'l'icaﬁnn Iirst ]
;1. List all the known conditions and final abjective provided in the problem .. 1
E 2. Divide the answer into individual and explicit logical steps _. :
i Completeness: Check if it contains a clear result or mndualnn to the question. . .

. Consistency: Check whethar aach step logically follows from the previous ome ...

.': The answer is complete and logically consistent. Mext, let's perform a Tool Verification. k !

For this reasoning task, | will use ...

to warify ...

'-_ Th& ool execution result indicates that ... Based on the two verification results _..

E Evaluation Fi'.asult [Correctiincomrect]

Error Reason: Thana s an error in Step ... . and this arror is because ...
. Revision Method: To avoid making the error again, ...

+ Merification Score: ...
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VerifiAgent
Fine-grained Feedback

- T HACl BES 7|HC B, VerifiAgent= SF4H0| SHIEX| O £E LIEtH = %[F B7F 2E NS (correct/incorrect)

exp (p (t))
. ol A=A 0 o = A= Cyst ; A =2 MAMSE Vicore =
| 45 A1 20z VerifiAgente= AS0]| TSt confidence score2 A VscoreE 4-d S exp (p (i)

- Ol L|EME2 SRMS 7, /dsts O 282 & UA2H, 2 Yo =& gefots Ol 7[ofg

= — o O

rr

- - - VerifiAgent

B R T N e,

[

t Ta verify the correciness of the given answer, let's perform a Meta Verification first.
;1. List all the known conditions and final abjective provided in the problem ...

E 2. Divide the answer into individual and explicit logical steps ...

i Completeness: Check if it contains a clear result or conclusion to the question. ..

'u Consistency. Check whether each step logically follows from the previous ome ...

,/r Reasoning Task & Sﬂluﬁ{:—r:\".

I Mathematical Reasoning |

| Commonsense Reasoning | ﬂ,

- -
P

T R R B ii:}! S H S6ikKdHHhf i é é B8 dhiH it il :ii I —
-

g

@©

-

(0]

(&)

c

&

3

c

= -

:f:;’ | Legical Reasoning | The answer Is complete and legically consistant. Mext, let's perfarm a Teel Verification.

i I | ' For this reasoning task, | will use ... to verify .. E
A i

) \\_ Hybrid Reasoning _/ | i— ————————— : i— ————————— : i— ————————— : :

E] . 1 1 o | i

: & Q8 Z3 ;

o 1 i i 1

% l/— Feedback \ . | Pylhon Inbarpeeter i I Search Engine : : Theorem Frover |

g | EvaluationResut | . TTmmmmmmmmEmmmmmmmmm T T j

% *. Tha tool execution result indicates that ... Based on the two verification results ...

3 BTN Output et

@ | Sl | uput 9 Summarisation:

=}

5 i Evaluation Result: [Correct/incormrect]

> Revi Method

§ I eviston | Error Reason: Thana s an error in Step ... . and this arror is because ...

o . Revision Method: To avold making the armor again, ...

8 I\L Verification Score Jl/' Verification Score: ...
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Baseline and Experimental Setup

- Datasets
- 2B FE2: GSM8K, MATH - A4 =2 HotpotQA, StrategyQA
- =2|™ =Z: FOLIO, ProverQA - 2% F&: ReWild

- Baselines: VerifiAgent@}t FASHA| Training-free & generalized H 2

- Vanila Verifier: +Z2tEl ZELE TS ALY, 2 X2t EFMO0| FOXZ I LLMO]| O|F ABdt=S X|A|

- Deductive Verifier: LLMO| step-by-step reasoning2 2 o}2| FTE2O 2 238l5t0] =2|X L1ZE M LUstH A

- Backward Verifier: 32 222 X0 REQ F, ¥ ZAHS maskingst™, LLMOA O ZAHE Y22 0| FS =S prompting
- Models

- Reasoner@} VerifiAgent ZtZH0f| CHdH CtSt backbone LLM T2 At

- Reasoner: GPT-40, 03-mini, Llama-3.3-70B-Instruct-Turbo

- VerifiAgent: GPT-40, o1-mini
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Experiment

Main Results

Dataset Baselines VerifiAgent
Type Vanilla Verifier Deductive Verifier Backward Verifier
Ace Pre Rec  Acc Pre Rec  Acc Pre Rec Acc Pre Reg
Mathematical GEMEK 093 0% 096 095 096 09 09 0% 098 096 096 1.00
STATG MATH 075 073 08 08B0 076 086 082 080 O22 085S 086 092
ical FOLID 075 078 096 073 073 09 074 076 0% 076 078 097
Log Prover()A 07s 077 097 074 075 098 073 078 0% 077 082 0495
Co ense StrategyQA 078 079 0%2 075 082 0% 079 030 05 084 085 095
HotpotQA 056 033 091 0356 0353 0% 057 054 0% 061 056 0092
Hybrid ReWild 076 088 082 061 091 060 074 087 024 078 028 059
Method MATH Prover(JA Stragegy(QA
Acc Pre Rec  Acc Pre Rec  Acc Pre Rec
VerifiApent (GPT-40) 085 086 092 077 032 09 084 085 0895
VerifiApent (ol-mini) O&86 086 098 078 0834 0% 084 087 006

Natural Language Processing
& Artificial Intelligence



§1)= Natural Language Processing

. & Artificial Intelligence
Experiment

Inference Scaling with VerifiAgent

I

- Inference Scaling2 F& THAOM O B2 A& XS 28510 T2 458 SdHA|7|= 7|8 2ol

- THAECSZ MAsE2 HA LIMRREH dtLel E8E MEEsta, Uef 0] 20| VerifiAgent?| 455 S15HE IHES

- IS w/ VerifiAgent (ol-mini) 71.1(2.2) 74.0(1.3) 85.1(1.4)

SEY. g2 430 dustH, 4350 Sarg M7HX] F2F MES gt WS 2|0 M2 0| =2 M7tX| WSS
A% <
Method MATH ProverQA StrategyQA

. GPT-40 Reasoner 69.4(1) 75.3(1) 84.2(1)
3 - IS w/ Majority Vote @10 73.5(10)  77.0(10) 85.6(10)
i - IS w/ VerifiAgent (GPT-40) 74.0(1.5) 77.3(1.6) 86.0(1.3)
3 - IS w/ VerifiAgent (ol-mini) 78.0(1.8) 77.7(1.3) 87.3(1.2)
;f:“_i 03-mini Reasoner 87.9(1) 78.3(1) 76.4(1)
£ - IS w/ Majority Vote @8 91.1(10)  80.0(10) 78.2(10)
Eﬂ - IS w/ VerifiAgent (GPT-40) 88.3(1.3) 79.1(1.1) 78.6(1.3)
% - IS w/ VerifiAgent (ol-mini) 91.4(1.1) 80.7(1.1) 79.0(1.6)
@0 Llama-3.3-70B-Instruct-Turbo Reasoner| 62.3(1) 70.6(1) 83.8(1)
& - IS w/ with Majority Vote @10 68.3(10)  71.7(10) 84.7(10)
% - IS w/ VerifiAgent (GPT-40) 69.7(2.0) 72.0(1.3) 85.1(1.3)
°
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Inference Scaling with VerifiAgent

Accuracy on MATH 350 Test Cases using GPT-4o0 Reasoner

Accuracy on MATH 350 Test Cases using Qwen2.5-Math-7B-Instruct Reasoner

74 *
*
T4 1 ’__,.-'.
73
FER
721

# 3 72

2711 -
8 ¢ =
9 2707 2 /
o <
) A ¥ Majarity Vote @MN 70 Majority Vote @N
E 591 #— Best-of-N (Qwen2.5-Math-PRM-7B) »— Best-of-N (Qwen2.5-Math-PRM-7B)
i —s— Best-ofN [Qwen2.5-Math-72-FRME00K) 694 —=— Best-of-N (Qwen2.5-Math-78-PRMBOOK)
5 68 1 —#— GPT-4o+VerifiAgent —&— Qwen2.5-Math-TB-Instruct+VerifiAgent
X —i— GPT-4o 68 —h— OwenZ2.5-Math-7B-Instruct
o . : . . ;
= 2 4 f B 10
8 Number of Samples ? 4 N o 8 10
S umber of Samples
o
(0]
0 =
g (a) GPT-40 Reasoner (b) Qwen2.5-Math-7B-Instruct Reasoner
g
P
o
N
N
©
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Exploration on Feedback Utilization

MATH ProverQA StrategyQA

Init. Reasoning Acc. 69.4 75.3 84.3
Feedback Type Precaution-Based Feedback
Verification Result 69.7 76.0 84.3
+ Error Reason 74.9 77.0 85.6
+ Mitigation Method  73.4 77.6 86.0
Feedback Type Post-Editing-Based Feedback
Verification Result 71.7 77.3 84.7
+ Error Reason 72.3 74.7 84.3
+ Mitigation Method  72.6 74.3 83.8

- Precaution-based: LLMO| O| M AZ A| 0| A K|S &l L EES 22510 MZ22 B2 CHA| M-d5H= 2h4
- Post-editing-based: LLMO| O| ™ Of| 2t dot H X &l o= AY =785t= WA
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Ablation Study

MATH Prover(QA StragegyQA
Ace Pre Rece Ace Pre Rece Ace Pre Ree

Vanilla Verifier 075 073 086 075 077 097 078 079 092
Deductive Verifier 080 076 086 074 075 098 075 0382 092
Backward Verifier 082 0380 088 075 078 0% 079 030 094

Method

MELESHE2 7|0

E VerifiAgent 085 086 092 077 082 095 084 085 095

g - wlo meta v. 079 078 096 074 081 090 083 0.83 0.94

£ - wio tool v. 075 075 098 074 075 098 078 080 0.96

E

)

E Meta Verificationd} Tool verificationO| M2 E2tX 9l 7| 52 StH, 2k A7} VerifiAgentl| M X 458 =0|= O



,”): Natural Language Processing
& Artificial Intelligence

Conclusion

- VerifiAgent= HEF AT + =7 7|8t ABQ| 20HA X2, £, =g|, &4, 50|22 =& TEM 7|E 4T LAED

_—

o S = C S
O =2 ==& 243

- PRM 7|8l Best-of-N ELCt &M M2 MEZ FAISH 452
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Limitations

- LM 2 H[E0| 0% 37| 20, Lot 2SS S-S B7iots A0 ogE

- X VerifiAgent/t X| &lSt= tool2 37HA|Z Kote|O] RUS.
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Problem

t=1 t=3 t=4
. . . =] = '7_ qq
- Multi-agent Hallucination®| =& {02 E=st HET} @R o
Shared StateOfl X Z(write)=|= &=7F Edet Ageat 11 Agnt1@2 Agent 103
- ot ¥ QAE HEZ|= CrE HOo[HE. 28l 7|sterdez | o Q?
1 @ @
é, |D:| pOSt—hOCOE— E|%EEI == 81% Agent 2@1 Agent 2@2 Agent 2@3
ACC: 100% ACC: 46% ACC: 583%

=¥
ﬁﬂ
.@/
?"?o
[y=\
\ )011
22,
1o

Agent 3@1 Agent 3@a2 Agent 3@3
ACC: 100% ACC: 49.7% ACC: 583%

ldea
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