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Problem?
SPLADE

• BM25의 Term Mismatch Problem [㉡파스타 식당㉢과 ㉡스파게티 음식점㉢을 구분할 수 없음]

• 이를 해결하기 위한 이전 Sparse Encoder 모델 [SparTerm]이 너무 복잡하고, end—to—end로 학습할 수 없다.
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Method
SPLADE
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Method
SPLADE

• 백본 모델: MLM model [BERT]

• SPLADE는 전적으로 백본의 MLM 능력에 의존함

• 구체적으로는, BERT에서 출력되는 토큰들의 hidden state를 MLM head에 통과시킴

• Wij ㎅ ㉡문맥에서 i token이 j token에게 주는 importance score㉢

• E.g. ㉡The bank is near the river㉢ 

è ㉡bank㉢ 토큰은 ㉡water㉢, ㉡flow㉢ 같은 token들에 높은 score, ㉡money㉢, ㉡deposit㉢와 같은 token들에 대해서는 상대적으로 낮은 score 매김

• 이후 이 importance score에 ReLU를 적용하여 음수 값 제거 후, Max Pooling
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Method
SPLADE

• 최종 벡터: 입력 문맥이 가장 강력하게 지지하는 토큰들의 점수로 구성된, vocab 크기의 벡터
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검색 상황 예시
SPLADE

(원래는 doc도 확장됨)
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Method
SPLADE

• 학습 방법

1. Ranking Loss ㉉Contrastive Loss㉊

2. Flops Loss ㉉Sparse Loss㉊

— 개념: ㉡배치 내에 있는 각 토큰의 평균 빈도 수를 계산하고, 이 값을 제곱하여 최소화하자㉢

— 효과: 불필요한 단어의 가중치를 0으로 보내버리고, 꼭 필요한 단어만 남김
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Method
SPLADE

• 최종 Loss
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Training details ㊵ Experimental Setup
SPLADE

• Dataset: MSMARCO㉍train㉎ for train // MSMARCO㉍dev㉎, TREC—2019㉍eval㉎ for eval

• Training Details

• Backbone: BERT—base

• Batch㉀size ㎅ 124, 150k step동안 학습
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Result
SPLADE
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Result
SPLADE—v2

• SPLADE—v2에서는 max pooling 추가
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Method
SPLADE

• Decoding 예시
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Problem?
Inference—Free SPLADE

• 굳이 query에 자원을 소모해야 하나?

• 어차피 Vocab Mismatch 해결이 목적이라면, Document만 확장해서 색인해두면 되는 거 아닌가 ?? Query는 굳이 

무거운 모델에 통과시킬 필요 없이 들어온 단어 그대로만 써도 충분할 것 같은데…
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Problem?
Inference—Free SPLADE

• SPLADE—v2 paper에서는 이러한 생각을 바탕으로 SPLADE—doc 제안

è Document만 SPLADE 모델로 확장하고, query는 별도의 인코더 통과 없이 단어의 유무만 따지는 방식

• Query: 단순히 토크나이징된 단어들에 해당하는 위치만 1인 벡터 사용

• Document: SPLADE 모델을 통과하여 확장된 Sparse Vector 사용
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Problem?
Inference—Free SPLADE

• Inference㈸Free SPLADE의 저자들: 성능 차이가 크지는 않지만…그래도 꽤 유효하다 ?!

è 이러한 성능 갭을 해결해보자!!

• Problem Statement:

기존의 FLOPS Regularizer가 모든 토큰을 평등하게 penalize하는게 문제다

[그림 참고]

• ㉡this㉢, ㉡that㉢ 같은 무의미한 토큰은 자주 등장함에도 페널티를 적게 받고,

• ㉡algorithms㉢, ㉡graph㉢ 같은 중요한 토큰은 드물게 등장한다는 이유로 

오히려 더 강하게 penalize 당하고 있었다.

è 현재의 FLOPS penalty 체계가 semantic을 반영하고 있지 않다고 말하며, 

IDF [Inverse Document Frequency]를 반영한 penalty를 제안



19 / 40

Method
Inference—Free SPLADE

1. 먼저 vocab에 있는 모든 토큰들로 train data에 대한 IDF 값을 계산함. 

이 계산으로 vocab size ㋀V㋀ 크기의, idf 값들을 원소로 가지는 벡터 idf[t]를 얻음.

2. Idf[t]를 이용하여 유사도 계산 함수를 다음과 같이 변경

3. 최종 Loss

4. 미분 시

è Idf가 크면 ranking loss로부터 받는 gradient가 커지고, flops loss로부터 받는 gradient가 작아지므로 토큰이 보존될 수 있음
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Train Method
Inference—Free SPLADE

㉍Loss㉎

• Dense와 Sparse 모델의 ensemble score를 KLDiv Distillation

• Score ensemble 시, min㈸max scaling 수행

㉍DATA㉎

1. Weakly㈸Supervised FT [Pre㈸Finetuning] ㎈5.3M㎇

2. SFT ㎈503K㎇
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Training details ㊵ Experimental Setup
Inference—Free SPLADE

• Dataset: MSMARCO㉍train㉎ for SFT

• Training Details

• Backbone: co—condense㈻marco

• Teacher ㉍dense㉎: gte—large—en—v.15

• Teacher ㉍sparse㉎: opensearch—neural—sparse—encoding—v1
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Result ㉉In㈸domain㉊
Inference—Free SPLADE



23 / 40

Result ㉉Out㈸domain㉊
Inference—Free SPLADE
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Result ㉉Search Time㉊
Inference—Free SPLADE
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Thank you

Q㊵A


