SPLADE / Inference-Free SPLADE

2025 SAM|O|LE

X
HEE

atural Language Processing

rtificial Intelligence
1/40



259>, Natural Language Processin
& Artificial Intelligence

Table Of Contents

1. SPLADE: Sparse Lexical and Expansion Model for First Stage Ranking

2. Towards Competitive Search Relevance For Inference-Free Learned

Sparse Retrievers

2 /40



SPLADE: Sparse Lexical and Expansion Model
for First Stage Ranking

Thibault Formal Benjamin Piwowarski Stéphane Clinchant
Naver Labs Europe Sorbonne Université, CNRS, LIP6 Naver Labs Europe
Meylan, France Paris, France Meylan, France
Sorbonne Université, LIP6 benjamin.piwowarski@lip6.fr stephane.clinchant@naverlabs.com

SPLADE v2: Sparse Lexical and Expansion Model for
Information Retrieval

Thibault Formal Benjamin Piwowarski
Naver Labs Europe Sorbonne Université, CNRS, LIP6
Meylan, France Paris, France
Sorbonne Université, LIP6 benjamin.piwowarski@lip6.fr

SPLADE-v3: New baselines for SPLADE

Carlos Lassance Hervé Déjean, Thibault Formal, Stéphane Clinchant
Cohere (Work done while at Naver) Naver Labs Europe
cadurosar at gmail dot com first.lastname at naverlabs dot com

» Natural Language Processing

& Artificial Intelligence
3 /40



259>, Natural Language Processing
57 & Artificial Intelligence

SPLADE

Problem?

SparTerm(literal-only) 27.46 51.05 6021 7155 78.28 83.27 88.33
SparTerm(expansion-only) 19.8 40.93

SparTerm(expansion-enhanced) 27.94 51.95

91.16
- 63.42 70.96 77.62 84.81 89.08

61.58 72.48 78.95 84.05 89.5 92.45

« BM252| Term Mismatch Problem (“IfAE} Akl “ATAE| 2AM"S 12T 4 Qi)

- O|E &l|Z5}7| 2%t 0|™ Sparse Encoder 22 (SparTerm)0| L2 £%6t11, end-to-end2 ah&52 £ QL.
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SPLADE

Method

SPLADE (Sparse Architecture)

H } Sparse Lexical Vector

(~30k dimensions, e.g.,
Max Pooling (across tokens)

{‘car’: 2.1, ‘vehicle’: 1.5,
l%:l l_+_|_l [ NN} EEN
S}

‘speed’: 0.9...})
MLM Head ]

(Llnear to 30k Vocab + log(1+ReLU) per token)

B SO N SO SO A

[CLS] The car is fast [SEP]
(size 768) (size 768) (size 768) (size 768) (size 768) (size 768)

BERT Encoder

. i X

[CLS] The car is fast [SEP]
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SPLADE
SPLADE (Sparse Architecture)
M et h o d Sparse Lexical Vector
(~30k dimensions, e.g.,
H H“ m {‘car: 2.1, ‘vehicle’: 1.5,
‘speed’: 0.9...})

r Max Pooling (across tokens)

s= @ MLM model (BERT) wpuin ﬁ-jtﬂmlw

MLM Head
(Linear to 30k Vocab + log(1+ReLU) per token)

X 2 HiEo =t Ee]
SPLADEL MEOZ ti=o| MLM S20f| o| =8 L T TN

[CLS] The car is fast [SEP]
THHMOZ =, BERTOA &3 &= EES2| hidden stateE MLM headd]| E2tA|Z

(size 768) (size 768) (size 768) (size 768) (size 768) (size 768)

BERT Encoder

wij = transform(hi) Ej +bj  j € {1,.... [V]} e T T

[CLS] The car is fast [SEP]

Wij = “2H0j|A i tokenO| j tokend|AH| == importance score”

* E.g."The bank is near the river”

= "bank” EZ2 "water”, "flow” &2 token=0| =2 score, "money”, "deposit”2t 22 token=0| LA = MTHHO 2 W2 score O

Im

O|= O] importance scored| ReLUE &30 = 2f XA =, Max Pooling

wj = max log (1+ReLU(w;;))
1€
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Method

oiA| X|X|5t= EEE2| M= F1MEl vocab 37|2| HIE]
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Impor'tomce
ES‘tlma‘tlon

’Token-leve,l
Pr‘ol:;al:ﬁli‘ty Distributions
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Transformer
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native Malou.,ﬁa
lands  rainforest Bof;me,o |
|

il r
| |

3{‘301(3 apes

orangutans ‘| 3oﬁ“as

Lo dq-=-
|

|
|

l Iy \ | - ! 1
Queﬁ{; "do any large monkeys come from the :\ur\gles of Indonesia?"

with query expansion

without query expansion

D "Or‘omg,u'toms are native to the rainforests of
oc. Indonesia and Malaysia"

(®efl= docke =HEE)
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Method

1%
o>

HitH
od

1. Ranking Loss (Contrastive Loss)
es(qi’d;-)

es(ql-,d;.") +es(qi’di_) + Z] eS(Qi,de)

Lrank—IBN —_ log

2. Flops Loss (Sparse Loss)
- JHE: "HiX| LHOl| U= 2 EEL| W Ul 5 AAMSHD, O] 22 M|Zot Z|ASfSHRE

- 21k SHE Ho{o| 7HEXIE 022 Lt 2|1, & Teot tho{oh
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 X|= Loss

_ 9 d
L= Lrank—IBN + Aqueg + Ad‘Ereg
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Training details & Experimental Setup

« Dataset: MSMARCO[train] for train // MSMARCO[dev], TREC-2019[eval] for eval

 Training Details
« Backbone: BERT-base

 Batch_size = 124, 150k steps0t &t&
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SPLADE

Result

model MS MARCOdev  TRECDL2019  FLOPS
MRR@10 R@1000 NDCG@10 R@1000

Dense retrieval

Siamese (ours) 0.312 0.941 0.637 0.711 -
ANCE [25] 0.330 0.959 0.648 - -
TCT-ColBERT [15] 0.335 0.964 0.670 0.720 -

Sparse retrieval

BM25 0.184 0.853 0.506 0.745 0.13
DeepCT [4] 0.243 0.913 0.551 0.756 -
doc2query-T5 [18] 0.277 0.947 0.642 0.827 0.81
ST lexical-only [1] 0.275 0.912 - - -

ST expansion [1] 0.279 0.925 - - -
Our methods

ST lexical-only 0.290 0.923 0.595 0.774 1.84
ST exp-t 0.314 0.959 0.668 0.800 4.62
ST exp-frLops 0312  0.954 0.671 0.813  2.83
SPLADE-#; 0.322 0.954 0.667 0.792 0.88
SPLADE-fF ops 0.322 0.955 0.665 0.813 0.73
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SPLADE-v2

Result

« SPLADE-v20i|M=

max pooling =7}
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model MS MARCO dev TREC DL 2019
MRR@10 R@1000 NDCG@10 R@1000

Dense retrieval

Siamese (ours) 0.312 0.941 0.637 0.711
ANCE [29] 0.330 0.959 0.648 -
TCT-ColBERT [16] 0.359 0.970 0.719 0.760
TAS-B [11] 0.347 0.978 0.717 0.843
RocketQA [24] 0370  0.979 - -
Sparse retrieval

BM25 0.184 0.853 0.506 0.745
DeepCT [4] 0.243 0.913 0.551 0.756
doc2query-T5 [20] 0.277 0.947 0.642 0.827
SparTerm [1] 0.279 0.925 - -
COIL-tok [9] 0341  0.949 0.660 -
DeepImpact [18] 0.326 0.948 0.695 -
SPLADE [8] 0.322 0.955 0.665 0.813
Our methods

SPLADE-max 0.340 0.965 0.684 0.851
SPLADE-doc 0.322 0.946 0.667 0.747

DistilSPLADE-max  0.368  0.979 0.729 0.865
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« Decoding OA|

Model: naver/splade-v3

Sentence: The weather is lovely today.

Decoded: [
('weather', 2.754288673400879),
('today', 2.610959529876709),
('Lovely', 2.431990623474121),
('currently', 1.5520408153533936),
('beautiful', 1.5046082735061646),
('cool', 1.4664798974990845),
('pretty', 0.8986214995384216),
('yesterday', 0.8603134155273438),
('nice', 0.8322536945343018),
('summer', 0.7702118158340454)
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Towards Competitive Search Relevance For Inference-Free
Learned Sparse Retrievers

Zhichao Geng Yiwen Wang
zhichaog@amazon.com wangyiwe@amazon.com
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Inference-Free SPLADE

Problem?

[0

« 20| query0l| Xt&Z A5l OF SFLF?

« O{X}I| Vocab Mismatch 3l|Z10| 2X0|2}H Document@t SH&Hs| A MOISHSH E|= 7 OFLI7} ?2? Query= 20|

2712 DY SIHAL LR glo] SOI2 Hol A0 WE 2 H 2.
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I
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Problem?

« SPLADE-v2 paper0i|A= 0|22t ‘d2tS HIE' O = SPLADE-doc X[t
= Document® SPLADE B2 2 2&st1 query= 22| 1AL E1f glo| chojo| SR ot K| = YAl

I

* Query: T ETLIOIFE HOISO0| sligot= X212 HE AL

« Document: SPLADE 22 S S5t &&=l Sparse Vector AE
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Inference-Free SPLADE model MS MARCO dev  TREC DL 2019
MRR@10 R@1000 NDCG@10 R@1000
Problem?
SPLADE-max 0340 0965  0.684  0.851
SPLADE-doc 0322 0946  0.667  0.747

 Inference-Free SPLADES| XAt=: Hs X10|7t AX[= QX[Qt.. Ot 2 =St ?!
=> O|2{ot M= M2 SZsHEXH!

° . 1001 @ Top 20% IDF
Problem Statement: ol X 0290
- . = o me= L @® Bottom 20% IDF o S_ o
7|_LL(—)—| FLOPS RegLIIarlzerjl- E: EE'E BIE 3 |-7-|| penallzeol- 7-” —I—X-HI:I' " ® @ repres@\tgnon @) ®
= 80 4 e} 9 proposes ar
5 e filling diagr@m
(lal:l'l xDI'_T,_) g 8 15 % Ofueds
Q ® @ @
- K0 OO the -
s O :t#ocaml)an i
¢ "this” "that” pli=) |:|o||:||-5|. E3e xl_x EII-'C'SI-O-”E ]I_I||__-|E|E I—I}” HE—] 8 O Q S e
this”, "that” €= F2IU|e E2= A S5 =L, g Qo @;J?qg
g 40 4 08 ® o) (@) (@] b b layout
. - —t - as @
« "algorithms”, "graph” Z2 2%t E22 E27| S&TICI= 0|/ 2 = 0 & © 0.
o Oo are
+ " . " = o ©
Q3|21 O &5t penalize &st UL R O,,ﬁs o P
= XS] FLOPS penalty H|A|7t semanticS BtESE10 JUX| Tt 2SHH, 0 o tgfod-p
e 0 ZYO 4r0 6'0 8'0 160
IDF (Inverse Document Frequency)E BtE2t penaltyE |2t Sample activation score percentile
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Method

1. ™X vocabl| Y= RE EZER train datadl| CHet IDF 242 AH|Atst

O] AXMSZ vocab size |V| 27(2], idf &2 |AE 7HX|= HH idf(1) E &3.

2. |df(t)Z O|2ot] FAI ALt et+S Ci3at 20| HE

s(q.di) = > idf(t) - g - di,
teV
3. %[& Loss

L = Loank-idt + 4 - LrLops-

4. 012 Al
0 ¥
oL 3-£rank idf 4 7. —aLFLOPS. 9L ranlcids oc idf(t) - q¢ - (softmaxgt, — softmaxies ).
ad, t adl t adl t adi,t

2 |df7} 3™ ranking loss2RE 2h= gradient?t X1, flops loss2FE 2= gradient?t Z0tX |22 EZ0| EEE 5=
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Train Method

hard negatives in-batch negatives
positive i P A 3
—— Input data query

[Loss]
—>  Suadens 142 536 6.32 084)
° | Ke) = . o . .
Dense®t Sparse 22 2| ensemble scoreE KLDiv Distillation B oo 51024 0 o]
i Score ensemble All min—max Scaling jA—é-:I;I Steacher—sparse |:8.91 7.22 452 O‘4§|

(I) Encode input data with student and teacher models

DATAL e e e

Stcmrhcr—dclmc _’*Fstcnchcr—dcnsc ]
1. Weakly-Supervised FT (Pre-Finetuning) <5.3M> srsemble

" N
Steacher —sparse —>» . '
min-max norm teacher—sparse
2- SFT <503K> l Steacher

/N

’ \I KL Divergense Loss |

) 4
Sstudent

—> L

A

>

FLOPS regularizer Ioss‘

(II) Get loss using the ensemble teacher model
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Training details & Experimental Setup

« Dataset: MSMARCO[train] for SFT

 Training Details
 Backbone: co-condense—marco
« Teacher [dense]: gte-large-en-v.15

« Teacher [sparse]: opensearch-neural-sparse-encoding-v1
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Result (In-domain)

Model MS MARCO dev TREC DL 2019
M@10 R@1000 NDCG R@1000

Dense Retrievers
ANCE 33.0 95.9 64.8 -
TCT-ColBERT 35.9 97.0 71.9 76.0
ColBERTv2 39.7 98.4 - -
RocketQA 37.0 97.9 - -
RocketQAv2 38.8 98.1 - -
CoCondenser 38.2 98.4 - -
TAS-B 34.7 97.8 71.7 84.3
Sparse Retrievers
SparTerm 27.9 92.5 - -
DistilSPLADE-max 36.8 97.9 72.9 86.5
SPLADE-v3-DistilBERT 38.7 - 75.2 -

Inference-free Sparse Retrievers

BM25 18.4 85.3 50.6 74.5
DeepCT 24.3 91.3 55.1 75.6
doc2query-T5 27.7 94.7 64.2 82.7
SPLADE-doc 32.2 94.6 66.7 94.7
SPLADE-doc-distill ¥ 36.5 96.9 69.8 74.2
SPLADE-v3-Doc 37.8 - 71.5 -

Our Model?t 37.8 975 721 7938 22 / 40
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Inference-Free SPLADE

Result (Out-domain)

Inference-free Sparse Retriever Sparse Retriever Dense Retriever
Dataset Our BM25 SPLADE- SPLADE- SPLADE++- SPLADE- ColBERTvZ Contriever = TAS-B
Model* doc-distillt¥  v3-Doc SeltDistil v3-Distil

TREC-COVID 724 68.8 68.4 68.1 71.0 70.0 73.8 59.6 48.1
NFCorpus 349 32.7 34.0 33.8 33.4 348 338 32.8 31.9
NQ 53.1 32.6 48.8 52.1 52.1 54.9 56.2 49.8 46.3
HotpotQA 67.9 60.2 62.6 66.9 68.4 67.8 66.7 63.8 58.4
FiQA-2018 36.4 254 312 33.6 33.6 33.9 35.6 329 30.0
ArguAna 49.1 47.2 37.7 46.7 47.9 48.4 46.3 44.6 429
Touche-2020 28.7 34.7 25.6 27.0 36.4 30.1 26.3 23.0 16.2
DBPedia-entity  40.5 28.7 35.9 36.1 435 42.6 44.6 413 384
SCIDOCS 16.7 16.5 14.7 15.2 15.8 14.8 15.4 16.5 14.9
FEVER 78.5 64.9 67.4 68.9 78.6 79.6 78.5 75.8 70.0
Climate-FEVER  19.2 18.6 15.1 15.9 23.5 22.8 17.6 23.7 22.8
SciFact 72.9 69.0 70.8 68.8 69.3 68.5 69.3 67.7 64.3
Quora 84.2 78.9 73.0 77.5 83.8 81.7 85.2 86.5 83.5
Average 50.35 44.48 45.02 46.97 50.56 49.99 49.95 47.54 43.67
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Inference-Free SPLADE

Result (Search Time)

Client-side P99 latency Mean throughput
Client # BM25% Ours Ourst BM25% Ours  Ourst
5 13.4 21.7 17.6 784.2 484.8 586.2
10 209 25.2 22.9 1150.9 910.4 1024.5
20 35.4 38.2 38.7 1342.1 11834 1154.0
40 56.7 66.2 62.3 1658.6 1460.5 1537.7
80 74.7 91.7 81.1 2330.6 1858.19 2073.9
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