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from transformers import AutoModel

mode]l = AutoModel.from pretrained("Qwen/Qwen3-8B")

© BJds

Loading checkpoint shards: 100%|| | /5 [ee:es<ee:ee,

1.19s/it]

model.layers[@]
© 00s

Owen3DecoderLayer(
(self attn): Qwen3Attention(
{g proj): Linear({in features=4896, out features=4896, bias=False)
(k_proj): Linear({in_features=4896, out_features=1824, bias=False)
{v_proj): Linear{in features=4896, out features=1824, bias=False)
{o proj): Linear(in features=4896, out features=4896, bias=False)
(g _norm): Qwen3RMSNorm((128,), eps=1e-86)
(k_norm): Qwen3RMSNorm((128,), eps=1e-86)
)
(mlp): Qwen3MLP(
(gate proj): Linear(in_features=4896, out features=12288, bias=False)
{up proj): Linear(in features=4896, out features=12288, bias=False)
(down_proj): Linear(in_features=12288, out features=4896, bias=False)
{act_+n): SilUActivation()
)
(input layernorm): Qwen3RMSHorm{(4896,), eps=1e-86)
(post_attention_layernorm): OQwen3RMSNorm((4896,), eps=1e-86)
)
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Intrinsic Fingerprint of LLMs: Continue Training is NOT All You Need to
Steal A Model!
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Preliminaries

Black-Box Identification
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Preliminaries

White-Box Identification

e Weight, activation & 22 o| L& +=X|E & &
* Representation-based Fingerprinting

Hidden representation= &9 (Gradient statistics)

HO|Ef o] =X 0|, =& | 0| E{ 22| potential correlation =X} 7t
 Weight-based Fingerprinting

2 H weightsOl| Ci 2} data-free analysis
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Experiments

*  Model
- Qwen A€ ZE
- Lama A€ 2 &

- Moe 22 (OLMoE-7BA1B, Qwen1l.5-MoE-A2.7B, Pangu Pro MoE)

e | ~ =
. —.I_—&||‘c'>"rr

=  Cross-Family Model
= Quantitative Correlation
= Validation Through Known Model Lineages

» Feed-Forward Network Analysis
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Normalized Std
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Quantitative Correlation Analysis
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Gate Projection Up Projection Down Projection

Feed-Forward Network Analysis
* Qwen2.5-14B vs Qwen2-57B-A14B

« MoE 221} pense &2 Feed-forward SN A 1
Of7|El X 7t & 0|517| [ 20| = YLot IfE = X| L

717t e =

« 12{L} Pangull Qwen2.5-14B= O}7| Ell X 2| X} O]
O = ot 8ot FAHEE B

Pangu(MoE)”7} Qwen2.5-14B(Dense)= upcycleSH A

= L XX}l C|H
IEQCtE FEE S EE

Gate Projection Up Projection Down Projection




Intrinsic Fingerprint of LLMs: Continue Training is NOT All You Need to Steal A Model

L&A [nitial Point

\\\\\

CH+ &2 CPT & Instruction tuning]
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Ghost in the Transformer: Detecting Model Reuse with Invariant Spectral Signatures

Preliminaries

e Random Matrix Theory
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Experiments Setup

* Fine-tuned Variants

= Llama-2-7b & variants

- Llama-2-7b & A 2= 22 (Mistral-7B-v0.1, Internilm2-base-7b ..)
* Quantifying Spectral Similarity
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Experiments Setup
+ HuWF
= Fine-Tuning
= Model Pruning

=  Model Merging
!

[ot

- Model Upcycling: Dense LLM= MoE= H3ISt= S E &£
»  Permutation and Scaling Transformations
= Unrelated Models

* Baselines
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Methodology
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Ghost in the Transformer: Detecting Model Reuse with Invariant Spectral Signatures

Primary Model: Llama-2-7h

Model Fine-tuning (1) Adversarial Transforms (1) Unstructured Pruning (1)
Method Data Dep. Vicuna-7b-v1.s Llemma.7b Llama-2-7b Llama-2-7b PrunedTSO% Pruned—jO%
-scaled -permuted -Retrained -Retrained
QueRE Data- Aware 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Logits Data-Aware 0.9767 0.8400 1.0000 1.0000 0.8567 0.8533
REEF Data- Aware 0.9992 0.9979 1.0000 1.0000 0.9968 0.9948
PCS Data-Free 0.9986 0.5052 0.5970 0.3863 0.9061 0.7829
GhostSpec-corr | Data-Free 0.9992 0.7595 1.0000 1.0000 0.8967 0.7045
GhostSpec-mse | Data-Free 0.9760 0.9532 0.9761 0.9761 0.9727 0.9653
Structured Pruning (1) Merging & Expansion (1) Unrelated Models ()
Method Data Dep. Sheared-Llama  Sheared-Llama | Llama2-7b-func Camelidac-8x7B Qwen2.5-7B OPT-6.7b
1.3B 2.7B -call-slerp
QueRE Data-Aware 1.0000 1.0000 0.0910 1.0000 0.3410 1.0000
Logits Data- Aware 1.0000 1.0000 1.0000 0.9500 0.9967 0.2200
REEF Data-Aware 0.9315 0.9487 0.9996 0.9991 0.2513 0.2692
PCS Data-Free 0.0000 0.0000 0.9993 0.0204 0.0000 0.0000
GhostSpec-corr | Data-Free 0.9398 0.9414 0.9998 0.9999 0.2940 0.3423
GhostSpec-mse | Data-Free 0.8886 0.9045 0.9760 0.9761 0.0000 0.5025
Primary Model: Mistral-7B
Fine-tuning (1)  Merging (1) | Expansion (1) Pruning (1) Unrelated Models ()
Method Data Dep. OpenHermes-2.5 N Chunky-Lemon OpenHermes-2.5 .
p—Mistral—’;‘B Triunvirato-7b -Cogie-l 1B —MisFt}fa]—TB—prunedSO Quwen2.5-78  Yi-1.5-68
QueRE Data- Aware 1.0000 1.0000 1.0000 1.0000 0.3410 0.0819
Logits Data-Aware 0.9933 0.9967 1.0000 0.9867 0.9567 0.2067
REEF Data- Aware 0.8949 0.8538 0.8495 0.8596 0.7473 0.8301
PCS Data-Free 0.9999 0.9997 0.8987 0.9979 0.0000 0.0000
GhostSpec-corr | Data-Free 0.9999 0.9997 0.9981 0.9896 0.2708 0.4304
GhostSpec-mse | Data-Free 0.9760 0.9759 0.9758 0.9753 0.0083 0.0581

Results
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Ghost in the Transformer: Detecting Model Reuse with Invariant Spectral Signatures

Primary Model: Llama-2-7h

Model Fine-tuning (1) Adversarial Transforms (1) Unstructured Pruning (1)
Method Data Dep. Vicuna-7b-v1.s Llemma.7b Llama-2-7b Llama-2-7b PrunedjSO% Pruned—jO%
-scaled -permuted -Retrained -Retrained
QueRE Data- Aware 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Logits Data-Aware 0.9767 0.8400 1.0000 1.0000 0.8567 0.8533
REEF Data- Aware 0.9992 0.9979 1.0000 1.0000 0.9968 0.9948
PCS Data-Free 0.9986 0.5052 0.5970 0.3863 0.9061 0.7829
GhostSpec-corr | Data-Free 0.9992 0.7595 1.0000 1.0000 0.8967 0.7045
GhostSpec-mse | Data-Free 0.9760 0.9532 0.9761 0.9761 0.9727 0.9653
Structured Pruning (1) Merging & Expansion (1) Unrelated Models ()
Method Data Dep. Sheared-Llama  Sheared-Llama | Llama2-7b-func Camelidac-8x7B Qwen2.5-7B OPT-6.7b
1.3B 2.7B -call-slerp
QueRE Data-Aware 1.0000 1.0000 0.0910 1.0000 0.3410 1.0000
Logits Data- Aware 1.0000 1.0000 1.0000 0.9500 0.9967 0.2200
REEF Data-Aware 0.9315 0.9487 0.9996 0.9991 0.2513 0.2692
PCS Data-Free 0.0000 0.0000 0.9993 0.0204 0.0000 0.0000
GhostSpec-corr | Data-Free 0.9398 0.9414 0.9998 0.9999 0.2940 0.3423
GhostSpec-mse | Data-Free 0.8886 0.9045 0.9760 0.9761 0.0000 0.5025
Primary Model: Mistral-7B
Fine-tuning (1)  Merging (1) | Expansion (1) Pruning (1) Unrelated Models ()
Method Data Dep. OpenHermes-2.5 . Chunky-Lemon OpenHermes-2.5 .
p—Mistral—’;‘B Triunvirato-7b -Cogie-l 1B —MisFt}:a]—TB—prunedSO Quwen2.5-78  Yi-1.5-68
QueRE Data- Aware 1.0000 1.0000 1.0000 1.0000 0.3410 0.0819
Logits Data-Aware 0.9933 0.9967 1.0000 0.9867 0.9567 0.2067
REEF Data- Aware 0.8949 0.8538 0.8495 0.8596 0.7473 0.8301
PCS Data-Free 0.9999 0.9997 0.8987 0.9979 0.0000 0.0000
GhostSpec-corr | Data-Free 0.9999 0.9997 0.9981 0.9896 0.2708 0.4304
GhostSpec-mse | Data-Free 0.9760 0.9759 0.9758 0.9753 0.0083 0.0581

Results

*  Fine-tuning, Adversarial transform(-3

s= FX|oIH L& 7tsX| &2 & HtE), Unstructured pruning(7il 2 weight
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Ghost in the Transformer: Detecting Model Reuse with Invariant Spectral Signatures

Primary Model: Llama-2-7h

Model Fine-tuning (1) Adversarial Transforms (1) Unstructured Pruning (1)
Method Data Dep. Vicuna-7b-v1.s Llemma.7b Llama-2-7b Llama-2-7b PrunedtSO% Pruned—jO%
-scaled -permuted -Retrained -Retrained
QueRE Data- Aware 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
Logits Data-Aware 0.9767 0.8400 1.0000 1.0000 0.8567 0.8533
REEF Data- Aware 0.9992 0.9979 1.0000 1.0000 0.9968 0.9948
PCS Data-Free 0.9986 0.5052 0.5970 0.3863 0.9061 0.7829
GhostSpec-corr | Data-Free 0.9992 0.7595 1.0000 1.0000 0.8967 0.7045
GhostSpec-mse | Data-Free 0.9760 0.9532 0.9761 0.9761 0.9727 0.9653
Structured Pruning (1) Merging & Expansion (1) Unrelated Models ()
Method Data Dep. Sheared-Llama  Sheared-Llama | Llama2-7b-func Camelidac-8x7B Qwen2.5-7B OPT-6.7b
1.3B 2.7B -call-slerp
QueRE Data-Aware 1.0000 1.0000 0.0910 1.0000 0.3410 1.0000
Logits Data- Aware 1.0000 1.0000 1.0000 0.9500 0.9967 0.2200
REEF Data-Aware 0.9315 0.9487 0.9996 0.9991 0.2513 0.2692
PCS Data-Free 0.0000 0.0000 0.9993 0.0204 0.0000 0.0000
GhostSpec-corr | Data-Free 0.9398 0.9414 0.9998 0.9999 0.2940 0.3423
GhostSpec-mse | Data-Free 0.8886 0.9045 0.9760 0.9761 0.0000 0.5025
Primary Model: Mistral-7B
Fine-tuning (1)  Merging (1) | Expansion (1) Pruning (1) Unrelated Models ()
Method Data Dep. OpenHermes-2.5 . Chunky-Lemon OpenHermes-2.5 .
p—Mistral—’;‘B Triunvirato-7b -Cogie-l 1B —MisFt}:a]—TB—prunedSO Quwen2.5-78  Yi-1.5-68
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Ghost in the Transformer: Detecting Model Reuse with Invariant Spectral Signatures

Case Study

Pairwise Model Similarity (GhostSpec-mse)
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