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RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
: : HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Motivation ‘ )

* Knowledge, Hallucination, and Entity
- "X|AlS Ot L 22 L LFO| (& "---Hallucination 2}2| 2HA| &L
- Sparse Autoencoders (SAEs) £ 84 =12 M AR50, Hallucination 2AIO| HAHLIE HS

> LLMO| & 2h2t2 4o F|=X|,

R
rr

S HEo=X[0f Chgt OfsH
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* 07| A2 Hallucination H9J:
= RHEO0| IIX[X| gt2 HEHE WS E QAYS I, (HESHK| 1) e = M 5= A

ssing & Artificial Intelligen

- MA|: ‘Entity = X|AlQ] QH'2 2t=,

- entity 0fl CH3E X|A] G{E2} hallucination A 7[x|2] 2t
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RECAP Gemma Scope: Open Sparse Autoencoders Everywhere
irmi ; All At Once On Gemma 2 (BlackboxNLP 2024
Preliminaries ( )

* Sparse Autoencoder (SAE)

- 0|0 22 LHEO|| ZX{SH= representation & 2AI6H= =31,

29| representation & sparse 6t Al JH52t features (latents) Q| =&t o = &off 5! X2
Sparse features

Dense neural Sparse

activations autoencoder

L]

O
> o =, BHLt9| latent 2t 33 EStE|H, THRLE0| L2 latent & EStE|X] QL (CHRE),
O Off 1% 22 at= Pt =8 e el



RECAP Gemma Scope: Open Sparse Autoencoders Everywhere

Prel | mlna rIeS All At Once On Gemma 2 (BlackboxNLP 2024)

* Sparse Autoencoder (SAE) - Formalization in Gemma Scope

- x: Y2 2O (token 0f CHSH 1
-a(x): SAE 134 S FaotH] E-8E sp
> S HIE{Q| 2t @ A SAED| Sh&StH

HH (YUY, dense vector)
arse latent activations (= feature activations) vector
£7 feature 7} ®xl| 2= x OjA| HOfLt &/d3t E[R}=X|E LIEHH

7+, When was the player LeBron James born? 0| A “James” Q| 22 Hd HIE x

o
©
S
Q
[}

X: [X.X, X.X, X.X, -+, X.X] (1*d, dense vector) = a(x): [0.8, 3.3, 0,0, 0, 0, ..., 0] (1*dSAE, sparse vector)

- Wyec: SAE decoder 2| weight matrix
> S[AS A Dtsor HEHE FolEl HAHQ a(x)E 7 22 X YX[St= ME 2 XX E
(1*dSAE Atel HE > 1*d A O = X 714)

ssing & Artificial Intelligen

SAE(z) = a(x)Wyee + bgec, a(z) = JumpReLUjy (2 Wene + benc),

Copyright © 2024 Natural Language Proce:
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RECAP Gemma Scope: Open Sparse Autoencoders Everywhere

Prel | mlna rIeS All At Once On Gemma 2 (BlackboxNLP 2024)

* Sparse Autoencoder (SAE) - Formalization Al

- a(x): sparse vector °4EH 1 29| 2t element 7t 2 StLI2| “SAE latent”.
2> &, ax)2] j-th A
(o]

2= x Of| CiSHo] J-th latent 7t SO} FoHH 2ot A=EXE EFE AZe ot

HA -

rr

P E elements 2| sum O| 10| Ofl.
QFSﬂIOI OfL|11, HOtLt j-th feature 7t SAXH U= xO| M LS| 22t |U=X|E LIEILH = 240]7] &,

Comparison of ReLU and JumpReLU Activation Functions
1

O 5° —— RelU 0.8 SAE Type
* JumpR LU( ) EarSIty =TT _.l:ozl’ —— JumpReLUy (Threshold 6 = 1) n ZJ"'C RI-L1)
OEI_I?_ E ||I:|_|' SEAM 2"5'52 O|'E CZ!?:!' 4. ~- Threshold 6 . » : t::}‘i;l:"“
= >
o o
= [
2 &
£2-
2
1* Bud
YES MAYBE NO
0- Rating




RECAP Gemma Scope: Open Sparse Autoencoders Everywhere

Prel | mlna rIeS All At Once On Gemma 2 (BlackboxNLP 2024)

* Sparse Autoencoder (SAE) - Formalization Al

- Wy.c: dense vector & 20=2 matrix QI
2} column vector2 a7t semant|c contents 2 H#1 UZ
a(x) Ol M E-d3tE latents 2F & E8h= Wy, LH2) column vector 2 Z5}3
SAE( J= &gt semantics OF AFOFLEA| E|= 212,
> [MEtA], & SHE AHES2 SAE Y2 Wy, S YEZ AHES.
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- SAE &t loss ZH2F5]:

L(x) = ||z — SAE()|l3 + X lla(z)||, -

N

ssing & Artificial Intelligen

Clt&oll&lﬂ]kllcn L.spdr.sxly OOl Ol‘Ll;l aAI'CJl E”'% penalty —|—O:|
B B x@ X1 B SAE(x) 2F AHO[ £[28}

> o 2AM ERI 2E (Gemma?2) 2| layer =02 IHEZX Q1 2 El SAE I SFLIY EXY.
(Gemma 2-2B: 267l / 9B: 42742| SAES)

Copyright © 2024 Natural Language Proce:




RECAP DO I KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND

Technical Pu rpose HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025)

* SAEs & JHXCI2 L O 22397 (1)

- SAEs £ 2 LIS B30 CiSt YB2| Lens = *f o0,
HHO| |atent representation space 25 E OH &#SFY (directions)E A siiH2|7].

- known or unknown entities, & entity O] CHSF X|4| G{£0]| (2 [atent activation T{ES 2HAF

= non-highlighted words = SAE latent activation 20| (0§ <L) 0F-
highlighted words & latent activation 0] &2 &lds} X|H

5 Known Entity Latent Activations Unknown Entity Latent Activations
Michael Jordan Michael Joordan

i When was the player LeBron James born? When was the player Wilson Brown born?
:6 He was born in the city of San Francisco He was bomn in the city of Anthon

i I just watched the movie 12 Angry Men I just watched the movie 20 Angry Men

: The Beatles song ‘Yellow Submarine* The Beatles song “Turquoise Submarine’




RECAP DO I KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND

Technical Pu rpose HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025)

* SAEs £ JtXCIo} oA &8Ef? (2)

- JpAd:
1) latent activation patterns & EH,
hallucination 0| YO{X| {EE N E Z0i&f 4 QIS Zo|C

—_—

2) 12|14, O] activation patterns € 2= manipulate si3=H,
hallucination A4 2 refusal 2 0{=M & steering & 4= /S Z0|C},
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RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Method ‘ )

* Entity set && U 714

- MH0f| AR | 2 E entities = Wikidata 28F F=
(Wikidata = entity0i| 2ot attributes 7| metadata £ E2US)

- 471X|9] entity type AR
rentity type Of Lf2} FeFS H=X| HS

o
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Q
[}

Entity Type Attributes R K2
z Player (&7 M=) | 24X, 4H Y, &% E 7,487
Movie o=, 427 el EE, 4 A7 S8 10,895
City =75 Q4 15, 2t | 7,904
Song OIE|AE %4 wnj dc X2 8,448
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RECAP
Method

* Known vs. Unknown Entities Clustering
- DO ALH XA AF V25

- (entity type, entity name, relation attribute) &4

e.g., ,
The movie

- relation attribute: S S entity Off CHsH & Hal

- Known: Z2I0| &= J1X| &4 0|4

m|o

or=x )
HE B3R

Unknown: 20| &4 & E21 AL,
(LITHX] B 2= HiAI)

=
T

DO I KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025)

O| El
— =

M[H

S 7R 2 X0 EEL2 X dd

MO

Relation

was directed by __

T Attribute

A

M
o

mn
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RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Setup
- O|0|E{Al: Wikidata Ol A &2 entity set & entity triple 7|EtO 2 MM SH H=S ZIo|5 (X}7} 1x)
- SAE 22 Gemma Scope, Llama Scope ¢1710{|A X|Z8H= pre-trained SAEs &2
- LHE ol A= O 22 Gemma 2, Llama3.1

% SAE = otgel 22 220 Do M2t At Obs



RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Results (1): XI7| XAl Q1Alo| =XH
- Self Knowledge Awareness
L £ X|Alof| CHel XtAl0] D2 OIC B2CHE Alste 52,

—
= UZ 0| HEIX| 5

- LLM2 X2| X|4] 914 532 71x|1 YL,

o
©
S
Q
[}

oL

> =, E 2 XA (entity)s Hed| 7|Hok= 25 G0, AAS Of= X ZE=X[0f THoH AAZ Q1X[5h=

|
LS HEHA/HHLISS 712 5= UL

ssing & Artificial Intelligen
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RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Results (2): X12| X|4} Q14! - known It unknown 4% 2
- self knowledge awareness & O] activation patterns £ LIEtLE=7F?

Activation Freguencies of SAE Latents: Player

igh sknnwn\
A7

0 20 40 60 80 100
Activaticn fFrequency Known Entities (%)

100 - k3 o .
z [ %o - BHH|2: known Of CH3H activated &=|= latents &,
8 (e 5F---.. unknown 2 Off Cidi A= H|2d =t
3 TThe S latent OFCH 2 3}E[= Al 7|7} ER2CE
% 601 Unknown entity latents
=
- k]l 4
: High o35 S > & knowns £ #X|t=0 E3E Iatents 7¢ bz Qa,
g e Known entity latents unknowns Off £2tEl latents L2 RULCE,
%
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Knowns 2t Unknowns 2| activation frequency




RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ‘ )

* Results (3): X}2| X|&! 21411t Hallucination 2| 24|

- R X0 £ entity E "EELH= AME"S "Y1 QOMH"? 5 Refusal S & .
But, "EELt= AMA"S "R 21 1004"? 5 Hallucination 244!

> 130,
el XpLlo] "2 2 =" entity 2 A2 "2E21 UATE" instance Off CHsHA,
"BEE" AZ YD UL E self knowledge awareness £ MOIFH,
Fefl= hallucination €0 S refusal 5= 5 THE &~ QUL

o
©
S
Q
[}

ssing & Artificial Intelligen

> HICHE self knowledge awareness € Hdl|5HH,
Heff refusal & LLML| HE 2 SA2| SIS R o ULt

- &, given unknown entity 0| CHer SAE latent activations £ =%t steering 7} 6tC}.

Copyright © 2024 Natural Language Proce:




RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Results (4): (X12] X|Al 1Al =EHO| O H| 2} 8t}
Q) SAE activation Z&& HUZ. I TR LLMS| Y/ S steering & == QULI? O1EH|?

> A SAE "ol =Al0{| A a(x) (x Of] CHSF SAE encoder 2| activation 3t vector)d| & X|=
Waee 2 B8 &l (vector)2| 2i= e|=H o= ZHSIH | HF2 HPFLEf

o
©
S
Q
[}

>3
rtn
Ha
I
HH
r (o]
>
A
o
é'}
=~

ssing & Artificial Intelligen

- d; : SAE decoder 2| weight matrix 2| j-th & vector
a:val. set HE A2 O = empirically A - [400, 550]

Copyright © 2024 Natural Language Proce:




RECAP DO I KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND

Expe riment HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025)
* Results (4): (XF2] X|Al @IAl) XEHO| O{EH| 2} 8H7}?
- 21| ESI8HA, 717, When was the player Wilson Brown born? 0f A
/,j—th latent \ ~~~~~~
5rown ) Orignal l: [0.0,0,0,08, 02, 0] 1"dsR oftet, " =
: known 23 “ateﬂtQFOUD unknovv 313} latent group «—— -l T\

0 20 0 60 80
Activation Frequency Known Entities {%)
B | ] ¥-—-

Wiee: [[xxxxxxxxxx' ]

[xxxxxxxx'xxI ]

[xxxxxxxx-x Xi--:] - knowns 9| latent group SHEW'— d = 30,

dSAE : : —> vector d;*a  JP& known/unknown £ & LE3t1, entity type Of
[xxxxxxxxxxi ] 2AH Q0| YHtepit & = SAE Iatentlndexidjﬁ AN,
S

L Doxxx xx xxixxt=-1] > B2 d; Ol 28 Al 0 E B UCE xpew O 3L WEI.
(Gady e (TfE d ALE)




RECAP DO I KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND

. HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )
A A B
* Results (4): ZZ0] €| 2}58t21? unknown Of] CHsH
EHASE| = |atent | 1 1
1. 'Wilson Brown' O|2f= unknown entity D
O| OfX|at E3 FF yunknown Q| Indrease latent activation ( ) | ]

A A A
'SAE

) , t‘ﬁ:'}lllkllo“

SAE Q12 W,y 2 ©H

2. SAE = sparse latent activation
a(xunknown) gl EZ}QE |f|_:|%

. known entities 0f| #+-25t= latent
activation & 7% separation score
= latent Of §Sots Wy 2| Y dO
U= 2=HO 2 FIMAZ.

4. representation x £ x. = A

=]

L
w

( o'meydujep |

-~
~
—
—~
~
=
-
c
-
=
B
S
B
»~
-
B
>
-

a
®
@
8
=
@

2

i

=

)

Qo

£

<

3
=3

£
@
@

(R L AJEH 81) - -
unknown of CHsl

= & AX|2£ unknown entity Q0 &, 2detk|= latent CA O o
g EHIO“ Hol ent|ty = OF_’ Oll:l'" = *|§§ .. Wilson Brown born ?

‘g Dl-x-”E =OISH= A, — —_ _J

Unknown entity
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RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ‘ )

* Results (4): (X2] X|4] Q14]) ZZt0| o EH| 2&8t2t?
cf) Latent Separation Score 756}7(?
- 1% known vs. unknown &2 & St entity type Of 28tst & E|= j-th latent & &O0FE X}

/,j—th SAE latent
a(x): [0,0,0,0,0.8,0.2, -, 0] (1*dSAE)
| J |

1. 2hdot /i At
known , unknown Of| CH3{ 25} )= 2 Hl =

N unknown

known
30 Lay (=) > 0]

; Lay ; (2}"") > 0]
N known ’

N unknown ?

fllzgknown _ Z:

known __
I

- i-th entity 2%0f| CHaH, LLM Q| I-th layer 0iA €2 B3 x,2 YO 2 BIQkS I,
(i-th =) SAE 2 latent j 7 &4t £|=X| QF &E|=X| &, = activationO]| (>0) Q! latent 7HZ= count

- N (known, unknown): &tA =9t B E entity set Of| Ciet ZEZE = (entity X2 X101 23) 2| I
e.q, ‘When was the player {entity_name} born?”



RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Results (4): (K12 X|Al Q1Al) XEHO| O | 7t SH7}?
cf) Latent Separation Score ++5}7|?

2. 51z J|Hto 2 JHH |atent separation score H|At

known_ rknown _ unknown unknown — runknown _ known
Sl] fl r Sl ,J f Lj

. o " k t
3. 2t latent & 2= entity type Of CHSHA 22] "= AH|ASHK (type 2H) £[AZf AF=: min sl(;m) nown,

s why X|AZF? £|ofo] AL E latent activation O] GOt} & 25 8H=21 T} 2|
(= 720| 7 0212 type O| M 1 & otCt)

o
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ssing & Artificial Intelligen

4. 2= 20[0f [ 2 latent j S0l mins g{0| 7} =2 latent,; kK HEH (X[AZ} & Z|CHZ)
- k= topmost, top-3 &..

+) 2EQ| EZ0| M T X}= BBt = noisy latent = TE{R.

Copyright © 2024 Natural Language Proce:




RECAP DO | KNOW THIS ENTITY? KNOWLEDGE AWARENESS AND
1 HALLUCINATIONS IN LANGUAGE MODELS (ICLR 2025
Experiment ( )

* Results (5): X}7| X&) Q1A X%} (Steering)2| &t

- XZE| |atent activations £ E4}], ( : N
unknown entity of| Elfet gea_lr og Mz When was the player/Wilson Brown|born?
(refusal = hallucinations) Generation

Unfortunately, I don't have access

to real-time information, including

o
©
S
Q
[}

personal details like birthdates.

ssing & Artificial Intelligen

Generation after intervention

The player Wilson Brown 1is a
professional baseball player. **He

was born on August 1, 1994, **
\ J

Copyright © 2024 Natural Language Proce:
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Lingualens: Towards Interpreting Linguistic Mechanisms of
" - Large Language Models via Sparse Auto-Encoder (EMNLP 2025
Motivation e Languag P ( )

* 27 2|4

1. LLMO| Language knowledge & process and represent St= internal mechanism 2| =5 M4

2. 7|& behavior-based interpretation approach = siA1440{ 5HA US
- 0f|) expert-designed prompt engineering

3. 7|& mechanistic interpretation approaches 2| coarse granularity
- 7t4, neuron study &2 polysemantic St} (£, 02 7 features £ &2 7tsd)

> E5|, 30| SAE AtE%t= 2 0|R

: SAE = LLM LHE 2| hidden states & sparse feature space £ ZoHZ O 2 M,
2t Xpdo| " o|0] JHE S AP &~ | & (monosemantic & fine-grained).
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method: LingualLens

* T |2 3: Intuition

- MEEQI A0 M= AOE 02| ASSE LI+ 245H= oM J22 e,

Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

d _
- 1. Morphology (HEH &), 2. Syntax (&8 AH&), 3. Semantics (2|0| &), 4. Pragmatics (B2 E)

> Y| 7FX] linguistic levels Ol Al @ 0{(5=0)2| Linguistic features & ==

A. Linguistic Structure B. LinguaLens Pipeline

|. Muilti-level Structure |. Dataset Construction

b
]
: !
i ' 1 like these books Counterfact [ like these book
i Syntax  Semantics H Her eyes shine like stars d Her eyes shine
! H Sentences with the feature Operation  counterfactual sentences
: : Plural Noun & Simile
hol Linguistic
i o 4 Structure EeaguRs o :
] 1 Il. Feature Extraction 1.Compute
Il. Multi-language Analysis a. She open the door compute A
& The door open @ ﬂ ﬂ ® Top-10
-4 ) b. please sit down on Datasets by FRC & Act, Base Vectors
- ) © Would you please sit down 2 Recognize
English-specific 3 L AN Linguistic Base Vectors
Vectors PP Chinese-specific | e gctlvatlons of i w for Cortalp Foatuires
Shared Vectors Vectors - e Iiactor .
l Encoder on Datasets °x° LLM recognition & hurman infection

Ill. Feature Intervention

Layer = Enhancement
I Encoder A
— Intervention
Layer 7 "\ | Enhancement
| _ set to 10
oo B Ablation
Layer setto 0
l Foature Actations
E Enhancement -
3 Defaun °c°
(g Abiation LLM as a Judge
v Outpes Taar

Evaluation & Analysis



Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* O3 taxonomy setup

- | 7HX] levels 0l & 145702| Linguistic features 7H'& taxonomy setup

o
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Q
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Method: LingualLens

F2 Linguistic Feature List (¢

past_tense Morphology & Semantics — verb
form that locates an event before speech time.

3 Eaﬂ ODI % 3: taXOl noun_plural Morphology — form marking more

- | 7tX| levels 0Of

than one noun referent.

agentive_suffix Morphology — suffix creating
nouns for the doer of an action.

negation_prefix Morphology — prefix that re-
* verses or denies the base meaning.

degree_prefix Morphology — prefix intensify-
ing or scaling the base concept.

temporal_prefix Morphology — prefix adding
time relations such as “pre-" or “post-".

_prefix
veying amount or number.

— prefix con-

spatial_or_directional_prefix Morphology —
prefix indicating place or direction.

nominal_suffix Morphology — suffix that turns
a base into a noun.

verbal_suffix Morphology — suffix that turns a
base into a verb.

adjectival_suffix Morphology — suffix that
turns a base into an adjective.

adverbial_suffix Morphology — suffix that
turns a base into an adverb.

possessive_form Morphology & Syntax — mor-
phological marking of ownership or relation.

third_person_singular Morphology & Syntax
— verb agreement form for he/she/it.
past_participle Morphology & Syntax — verb
form used in perfect aspect or passive voice.
present_participle Morphology & Syntax — “-
ing” form used for progressives or gerunds.

ive M hol & — form
showing a higher degree of a property.
lati b & — form

showing the highest degree of a property.
past_tense_irregular Morphology — past form
that does not end in “-ed”.

past_participle_irreg — irreg-

Lingualens: Towards Interpreting Linguistic Mechanisms of
Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

intransitive_verb Syntax — verb that takes no
direct object.

transitive_verb Syntax — verb that requires a
direct object.

linking_verb Syntax — verb that links subject
to a complement.

anaphor Syntax & Pi ics — ion that

clausal_subjects Syntax — clauses acting as the
subject of a sentence.

extraposition Syntax — moving a heavy subjec-
t/object to clause end with dummy “it”.

copular_be Syntax — “be” used as a linking
verb, not as an auxiliary.

o P

referring & Pr: ics — i
act of pointing to real-world entities.

static_dynamic Semantics — distinction be-
tween state verbs and action verbs.

punctual_durative Semantics — contrast be-
tween instantaneous and durational events.

telic_atelic Semantics — events with inherent

refers back to an antecedent.
subject_auxiliary_inversion Syntax — swap-
ping subject and auxiliary (e.g., questions).
subject_verb_inversion Syntax — reversing
subject and main verb order.

passive_voice Syntax & Semantics — clause
where patient becomes grammatical subject.

subjunctive_mood Syntax & Semantics — form
expressing wish, doubt, or hypothetical state.

first_conditional Syntax & Semantics — “if +
present, will + verb” for real future possibility.

indirect_speech Syntax & Pragmatics — report-
ing speech without a direct quote.

elliptical_sentences Syntax — with

echo_ i Syntax & Pi — repeti-

tion of prior utterance to seek confirmation.

tag_questions Syntax & Pragmatics — short
question tags appended to statements.

direct_object Syntax — noun phrase receiving
the verb's action.

universal_quantifiers Syntax & Semantics —
words like “all, every” signifying totality.
existential_quantifiers Syntax & Semantics —
words like “some, any” signifying existence.

such

Syntax —
" or “there”.

as

factives Semantics & Syntax — predicates pre-
ing truth of their 1

understood but omitted elements.

cleft_sentences Syntax — “it + be + focus” con-
struction for emphasis.

appositives  Syntax — noun phrase renaming an-
other noun phrase.

non_defining_relative_clauses Syntax — extra,
non-restrictive relative clauses.

emphatic_structure Syntax & Pragmatics —
construction that highlights or stresses a clause
part.

noun_clauses Syntax — subordinate clauses
functioning as nouns.

relative_clauses Syntax — clauses that modify
anoun with a relative word.

ive Syntax & P ics —

clause issuing a command or request.

of_genitive Syntax — possession expressed with
an “of”* phrase.

s_genitive Syntax — possession marked with

ular past participle form.

& Syntax — present-tense
forms referring to scheduled future events.

N ics & Pr:
that strengthen degree (e.g., “very”).

— adverbs

mass_noun Syntax & Semantics — noun for un-
countable substances (e.g., “water”).

object_expl Syntax — expletive p
occupying object position.

nominal_adverbials Syntax — noun phrases
functioning like adverbs.

split_infinitives Syntax — placing a word be-
tween “to” and the verb stem.

quantifier Syntax & Semantics — word or
phrase expressing quantity.

count_nouns Syntax & Semantics — nouns that
can be enumerated individually.

active_verbs Syntax — verbs used in active
voice constructions.

middle_verb Syntax & Semantics — verb whose
subject is patient but appears active.

vs. those without.

past Semantics — temporal reference before the
pmscnl moment.

future Semantics — temporal reference after the
present moment.

present_progressive Semantics — aspect for on-
going present actions.

present_perfect Semantics — aspect connecting
past event to pn:scnl state.

past_progressive Semantics — aspect for ongo-
ing past actions.

past_perfect Semantics — event completed be-
fore a past reference point.

future_progressive Semantics — ongoing action
projected into the future.

future_perfect Semantics — event completed
before a future reference point.

S ics & Pr: ~— modality
expressing speaker’s judgment of likelihood.

deontic Semantics & Pragmatics — modality ex-
pressing obligation or permission.

spatial Semantics — meaning elements relating
to location or space.

— speech act
speaker to future action.

expressive Pragmatics — speech act revealing
speaker’s feelings or attitude.

declaration Pragmatics — speech act that
changes social reality.

& Pragmatics — fig
transfer of meaning based on similarity.
doch ics & P — figure

where part stands for whole or vice versa.

non_sy ics & Prag-

matics — metonymic shift based on association,
not part-whole.

coordinati Syntax & S ~ joining of
equal grammatical elements.
& Pr: ics — dis-

course element marking a shift or progression.

resultative Syntax & Semantics — construction
expressing a resultant state of an action.

optative Syntax & Pragmatics — form express-
ing a wish or hope.

existential Semantics & Syntax — clause assert-
ing existence of something.

interrogative Syntax & Pragmatics — clause
type used for asking questions.

deixis Pr: ics & ics — reft that
depends on context (e.g., “here”, “now").

turn_taking Pragmatics — conversational man-
agement of who speaks when.

person

P ics & S — mild
term replacing a harsher one.
& Pr ics — ical ics & Pr: — giv-
category distinguishing speaker, addressee, others.  ing human traits to non-human entities.
S ~ meaning el relat-  hyperbole S ics & Pr: ics — delib:

ing to time relations.

given_known Pragmatics & Semantics — infor-
mation already shared by speaker and listener.

representative Pragmatics — speech act convey-
ing assertions or descriptions.

directive Pragmatics — speech act intended to
get the hearer to act.

exaggeration for effect.

discourse_markers Pragmatics — words that
organize or signal discourse flow.

p P ics — linguisti ies that
mitigate imposition or face threat.

P MREVER ¥ ER-E W
FR nessl-ity” HIRIS 2414
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Lens Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* T2 3: counterfactual dataset construction (1)

- 145712Q| linguistic features 2| 2t feature & 50704 Z&toH= 25 s+ 2F
siizh 20| perturbated counterpart 2%01 s- £ SIL| £|A XM pajr 11X (s+, 5-)

A. Linguistic Structure B. LinguaLens Pipeline

|. Muilti-level Structure |. Dataset Construction

I like these books Counterfact [ like these book

Ill. Feature Intervention

i
I
i
I
i
1 e ~— Enhancement
i
i
I
i
I

Syntax  Semantics Her eyes shine like stars 1w Her eyes shine b ki
. -
Sentences with the feature ~ Operation  counterfactual sentences > Intervention
st Plural Noun & Simile Layer " | Enhancement
Morphology Ls::?’::::: Pragmatics I e ———————— - l b - g setto 10
. Decoder @ Ablation
Il. Feature Extraction 1.Compute Layer setto 0
Il. Multi-language Analysis a. She open the door compute ank A | Foature Acoeations
. The door open s mm) ) ‘¢ Top-10 b Emmoncement
° 1 b. please sit down on Datasets vy FRCE Act,  Base Vectors \ W P
b4 Would you please sit down i
= p B et 2.RecogmzeL I rg Abiation LLM as a Judge
glish-specific : S 2 AR inguistic Base Vectors Output Taxt
Vectors e e Chinese-specific | s gctlva‘gons of i ‘ for Cartiin Foatines v
Shared Vectors Vectors o i e yachn .
l Encoder on Datasets °x° LLM recognition & hurman infection

Evaluation & Analysis
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* T2 3: counterfactual dataset construction (2)

- EH A EXS IoSH= Positive Sentence (s+) £ 7|EHC 2 Counterfactual Sentence (s-) £
2 2 perturbation =24

100
ba
|o

1. Target linguistic feature ¥4
2.20|2H LG HE: SLF A TE, =X & CH 2 A FX
3. Minimal edit: £4 linguistic feature Bt &}, £|A$HO| o] B1A (S AL ™HEH, MX|AL L 5)

-I-

_ OO|'<'5I- -
T—l= O
.“counterfactual’O|2t= 0= R2|7F A0 O|3lSH= counter-factual (AX|E LO{LIX| &= ) OFL.
9 M 2ER| = A e f9 % =& s+ & perturbation L= 2|0].
. S+2} s- 2t0|= S H feature B CHE 1D CHE R E QIO|EX /AR EXN QA= Z|CHot SLSHAH {4
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Lens Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* T2 3: counterfactual dataset construction (3)

- O|A| #1: =SE > non-3~SEf
. Positive Sentence (s+): The apple is eaten by the boy. (Af2t= A H

. Counterfactual Sentence (s-): The boy eats the apple. (AH2 AL E H
- minimal edit & & 0f| 2}, (“is eaten”, "eats”) replace

- oK #2: S QAL > non-S TAL
. Positive Sentence (s+): | like these books. - 22 HA}
. Counterfactual Sentence (s-): | like these book.

- this & @t H} 0| 8?2 minimal edit &%,

- 0|2{gt perturbation 2|t (s+, s-) pair GO[E{Al2| HRd?
£ 20| d4d (feature)2| 20| ME 2R LHE 2/d3} B3} (patterns)E 2HESH Q12f 2] Tt
: EJH HO|& QQIot HABSIH, CHE (control condition)S THE = THA
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* O AL SAES| & - two step-based investigation
1. Linguistic feature & E&St= SAE base vectors selection
(OHd, "=SE"2t= A0 oS LIEH= SAE 2|0] 222 O{C|210} 20t = %)

> 2. 3ot base vectors 2| activations ?|Et2 2 layer & BT linguistic features A

Shared Vectors Vectors

A. Linguistic Structure B. LinguaLens Pipeline
I Muilti-level Structure I. Dataset Construction lll. Feature Intervention
| like these books Counterfact [ like these book T = Enhancement
Syntax  Semantics Her eyes shine like stars 1w Her eyes shine oiss,
. -
Sentences with the feature Operation  counterfactual sentences = Intervention
Plural Noun & Simile Layer " | Enhancement
Linguistic | o 7 10
Morphology Pragmatics set to
Structure e g e S : i Ablation
! Il. Feature Extraction 1.Compute 1 i setto 0
i i I COvadions
Il. Multi-language Analysis ia_ She open the door I sy | l Fasture Actrad
: : The door open s mm) ﬂ ® Top-10 | b Emancoment .
° s : b. Please sit down on Datasets by FRC & Acts Base Vectors : \ R °.°
3 4 Would you please sit down i !
En : T 2.RecogmzeL Base A : (g Abiation LLM as a Judge
glish-specific 3 2 ] aees AN inguistic Base Vectors 1 Output Tast
Vectors e o  Chinese-specific | | -4 Actistions of @ ‘ for certain Features I =
) [Gye] - Base Vectors :
I 1
1 |

| Encoder on Datasets °x° LLM recognition & human infection

Evaluation & Analysis
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* Il 3: SAEL| 28 - base vector selection (1)

- B LHEO|M E 210] feature & EH'YSt= atomic 52| SAE basis vector(s) 2| A8 2t
> Z, SAE latent activations 7|8t representation Xi72440| monosemantic =& 7S5t
otCH= A off 2t

A. Linguistic Structure B. LinguaLens Pipeline
I. Muilti-level Structure . Dataset Construction lll. Feature Intervention
| like these books Counterfact [ like these book T = Enhancement
Syntax  Semantics Her eyes shine like stars 1w Her eyes shine E—

Sentences with the feature  Operation  counterfactual sentences = Intervention
Plural Noun & Simile Layer ) Enhancement

Linguistic I Sp @ tto 10

Morphology Pragmatics set to
Structure . oo e Ablation
Il. Feature Extraction | 1.Compute Ve setto 0
. . 1 1 aature Actradtions
II. Multi-language Analysis a. She open the door | compute - Selected | l s
& The door open i e = ) ° ;2&13 t ! E T =
. . [:3 b. please sit down : on Datasets by FRC & Acts se Vectors : \ S °.°
> © Would you please sit down =32Hetognize ~~~~ """ TTTmmmsess =
. e “2Hecognize i (g e LLM as a Judge
English-specific : S 2 AR Linguistic Base Vectors Output Taxt
Vectors P Chinese-specific | e gctlva‘gons of i w PR SRR v
Shared Vectors Vectors s an tacin .
l Encoder on Datasets o’ LLM recognition & human infection

Evaluation & Analysis
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* Iyl 3: SAEQ| &8 - base vector selection (2)
- cf) gemma scope 2| formalizations

SAE(z) = a(x)Wyec + baec, a(x) = JumpReLUy(2Wene + benc),
2T G oo @Y

- ojA])
a(x):[0,0,0,0,0.8, 2'--- 0] (1*dSAE)

W gec: [[xxxxxxxx.xx. -]
[xxxxxxxx.xx. -]
[xxxxxxxxxxI ] > E74 linguistic feature £ Z &= example 0f| CHSH

A lin
— base vector d; ? o|0|E 71 & EASH= column vectors d; ZOtL 2.

[xxxxxxxxixx ] = O|ZHZ & a(x) LHe| j-th unit 2 **OH—HE S,

[xxxxxxxx.xx' 1]
dydy e > BA0|F0R?
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* Il 3: SAEL| 28 - base vector selection (3)

- selection 7|&: Q12tH =7 scoring XAl
1. Probability of Sufficiency (PS): £ 10 340| "US If", s base vector 7 243tE 274 (BHE)

I

> =, s-0f| A H|Zd AEHQI base vector 7t s+ O|A] E3tE EtE

2. Probability of Necessity (PN): £ 0] $440| "glS ", SHE base vector 7t HIZHSHE ZIQ M (2HE)

I

> s+0j|AM & AENHH base vector 7t s- Ol|lA] H|E3HE &HE

3. Feature Representation Confidence (FRC): PS 2t PNS| X3} T+
- base vector 7} £74 linguistic feature & H0OILt & LIEIL =X M4

PS, =Pz =1|2 =0],
PN, =P 2" =0 2" =1].

PS}, PN},
PSy + PN}’
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Method " L| ng ua Le ns Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

* Il 3: SAES| 28 - base vector selection (4)
- feature & 50712 examples 2 Y222, MA| pairs o] CHSHA (BEAHXCZ) BHE A4t

- 0| Al)

s+: | like these books = s-: | like these book 1st unit 5th unit
a(x) of books (s+):[1,0,0,0, 0.8, 2, -, 0] (1*dSAE) > a(x) of book (s-): [0,10, 0, 0} 0,3, -, 0]

= -

> | ofl si=dt= units 2| PN score 0 count 27}

- —_ R

o
©
S
Q
[}

|d1 d, - ds
d

3 ==

N - N W gec- [[XXIXX XX X XiX X ]
> O|ZH| 1%t scores 2 2t unit index Of A 26t= W, L9 b X XX XXX e ]
column vector = base vector £ MEH, [X.XIX.X XX XXX X ]
1 21, S YA} feature O CHdHA = FRC score 2t dSAE| I f .l
2 - 1 1 1
d1, d57} 2H& =QUCHT 81 0] =0| top-2 base vectors 2 MH. [X XXX XX X XXX ]
ST

e 1 1 I I

| DXXXXOXX X XXX T]
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* TR 3: SAEQ| &L - cross-layer £4 (1)

- EX linguistic feature (0f]: 2~5EH)0i| CH3H,
layer OICt (2= 3271 layers Of CH8HA]) top-10 base vectors (2] index, unit no.)0| TL8HT! A%,

- 0|2, EH linguistic feature £ input pair 2 XM|Z A|0,
base vectors 2| activation frequency 2f activation values € 211,
71’ highest frequency 2! largest activation values £ +H=51H| BtE = linguistic features E A&,
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1 Large Language Models via Sparse Auto-Encoder (EMNLP 2025
Experiment ge Langliag P ( )

* Model

- LLM: Llama-3.1-8B
- SAE: OpenSAE 2| checkpoints on 32 layers of Llama-3.1-8B
- 3274 layers (327l] SAEs)
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Lingualens: Towards Interpreting Linguistic Mechanisms of
Large Language Models via Sparse Auto-Encoder (EMNLP 2025
Results ge kanguag P ( )

* _ .
Cross layer AnalVSIS_L(B ) ] ) Would you please water the roses, for they are like faded verses of a ballad.
- Layer #12F H = EHEYSH= linguistic levels and ot )
linguistic features 2} CtELCH 1<

Yyt Layers 0-2: Morphology and Core Syntax
l 0 Past Tense Adjectival Suffix Verbal Suffix
APMI:
# (o] k” . Layer Sparse Anaphor Passive Voice Extraposition Plural Noun
l Encoder

- layers 0-2: 71 5% A&, THO{ 2] YER (morphology) 3

Layers 3-8: Complex syntactic constructions
7128 2% X (core syntax) A 2|

'Elliptical Sentences'(M2F %), 'Relative Clauses'(Z A &),

'Existential Quantifiers'(EX =2 A}), 'Subject Auxiliary
Inversion'(F0-Z=&AF EX]), 'Link Verb' (82 sAh &

] ] Layer [] Emphatic Structure Elliptical Sentences Relative Clauses
§ Morph0|Ogy PaSt Tense (J_—Il-j-l A|X-”), AdJeCt|Va| Lalw ;”c’;:, Existential Quantifiers Subject Auxiliary Inversion ~ Link Verb
Suffix (&8 AL "D AF), 'Verbal Suffix'(SAF FOIAF), ‘Plural 1 Layers 8-15: Pragmatic functions
_;: NOU n ( = _I_ [@) A|-) Layer 1 Subjunctive Optative Tag Questions Interrogative
. Syntax: 'Anaphor'(EH-8 01), ‘Passive Voice'(++ SEf), o it
g Extraposition (9| I|) =) Layers 16-31: Deep Semantics and Rhetoric
) =
-layers 3-8: 8 ASZ, O = *&* Tz TE X ol -]} ]
s Ztx 183
§ Complex Syntax Emphatl tructure’ ( :rL ) Morphology Syntax Semantics ® Pragmatics
o




Lingualens: Towards Interpreting Linguistic Mechanisms of
Large Language Models via Sparse Auto-Encoder (EMNLP 2025
Results ge kanguag P ( )

* Cross-layer Analysis (2)

Would you please water the roses, for they are like faded verses of a ballad.

Input
# A 1< .
layers 8-15: 2% XPH[O| O/0|S WoiME sixtel o, - IEMemReRRee s
_E_D—I.II&I' Ql Dl % X‘I El " of ,_sye, ESnP:'.;:' Anaphor Passive Voice Extraposition Plural Noun
Pragmatlc,s',:,SUbJugcgve,(7|Jé| H) C.)pt,atlvg gl —'I,—_-I H)’ Tag l Layers 3-8: Complex syntactic constructions
Questions'(F7t 2| =&), 'Interrogative' (2| Z=), 'Turn um = | EmphatcSruchre  Ellpticl Seniences  Relaiv Clauss
Taking'(“e* I"E:" ﬂ'_%), '‘Discourse Markers'('é.@f EXD, I Seese  Existential Quantifiers  Subject Auxiliary Inversion  Link Verb
IEmphaSisl(g}—), I|ntenSiﬂersl(70!-—7':—“') % Lﬂl"' Layers 8-15: Pragmatic functions
tayer = | Subjunctive Optative ~ Tag Questions  Interrogative
cf) Would you please pass the salt?= & X &F0]| Ot I some Intensifiers

o] o (= (o] R=4
23 —| —| Dl - Ol I—-I Z-\I Ol 2" o E Layers 16-31: Deep Semantics and Rhetoric

e =

Sparse

Encoder  personification  Synecdoche Metaphor Expressive

Morphology Syntax Semantics ® Pragmatics
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Lingualens: Towards Interpreting Linguistic Mechanisms of
Large Language Models via Sparse Auto-Encoder (EMNLP 2025
Results ge kanguag P ( )

* Cross-layer Analysis (3)

Would you please water the roses, for they are like faded verses of a ballad.

> REO0[ AN E "HSH FE Me|" oict.

Input
# oA 14
s Layers 0-2: Morphology and Core Syntax
- |ayerS 16_31 . 7|-§>|- é)i-'?_l 7'ﬂ%, _jlséDI-&II, é!%&! 9| Dl Eltl lw [] Past Tense Adjectival Suffix Verbal Suffix
A — 4 O
_l_Al-&I' _.H._CL:I Ol OH ;tl gl AO-| i | Al Of Lsim Esnp“”e Anaphor  Passive Voice Extraposition Plural Noun
icg:' i (D AS ! i ir'(O|Al XA OFE coser
| IPragmatl_cs. 'F;?I}l’t_enﬁ,s ('o = E)'. E[?IS_’EE?STJI(S (Ol‘l_ e H)’ Layers 3-8: Complex syntactic constructions
Euphemlsm (l— _| |=|): EXpI’(iSSIVG ('-El-' — 71 = O-I) Layer i Emphatic Structure Elliptical Sentences Relative Clauses
8 . SemantICS TOp|C Comment (2-|-X-”__LII_:'LCE)| —_l'L—DE), LaL{ ;”:3:' Existential Quantifiers Subject Auxiliary Inversion ~ Link Verb
'‘Personification’(2 21%}), 'Synecdoche' (X ), ! Layers 8-15: Pragmatic functions
;: 1 M eta p h 0] rl (% 'Ic'>l') Laper i Subjunctive Optative Tag Questions Interrogative
o P e it
g cf) O 7| A semantics & & word oFLEe| o|O] M L7} Layers 16-31: Deep Semantics and Rhetoric
Off2t, 2H=h HA7EX| 2% o|o| &, EO) REMS o] g -t
S+ °t%l morphology 0l A O|0] X 2[gtCt= (0], w0 Personification  Synecdoche  Metaphor  Espresive
g Morphology Syntax Semantics ® Pragmatics
®
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Lingualens: Towards Interpreting Linguistic Mechanisms of

Results

-

* Cross-layer Analysis - tricky 8t £ &

- Act,, score: maximum activation score
= Ed linguistic feature (22 level)O| input pair 2
S0{2 W, siE layer F2H0l| A BOtLE 51| &gt E=X].

- 2Hdet A5 (") vs. highest frequency and largest values
M2 O 4 Qlrt,
HLFSHH &2 AZ L= 25 "S¢" &= 20[2| Uf=Z0|Ct.
=l -1

> =T HXPt US k.
magnitude vs. Act,, 2| X}0[?

Lang PS

PN

Large Language Models via Sparse Auto-Encoder (EMNLP 2025)

Morphology

CH 0.61
EN 0.73

0.70
0.80

0.64 10.01

0.7510.03 0.35

0.19

Syntax
CH 0.84
EN 0.79

0.90
0.87

1
0.86 : 0.20
0.82 I 0.12

0.50
0.35

Semantics
CH 0.72
EN (.76

0.78
0.83

0.74 : 0.09
0.78 : 0.11

0.29
0.32

Pragmatics
CH 0.69
EN 0.77

0.74
0.83

0.70 } 0.06

0.25
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Lingualens: Towards Interpreting Linguistic Mechanisms of
Large Language Models via Sparse Auto-Encoder (EMNLP 2025
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* Cross-layer Analysis - tricky Bt £.&
- maximum activation score (Act,,) A+ &4:
Mol Z! base vectors 0| 4-85tH= activation values (Zk&) H|uw

. positive examples (s+ 2H)0f| CHSt activation &

1 5%
2. X|Cf 2ot gf =& 2t s+ 22 LHOJ|A] 2HE 23t 210 =2 X|H™(token 22 span) f ==
3. A oK H Aok =2 X|CH 243t e 2 & s+ O[NIS0| CHoiA ™ 2 ==,

> score 2| X[F T 2t top-10 base vectors Z0|A] top-3 Q| W2t ALE.
-0|1E 50, "==Ef" ™0 CHSHA] [1, 3, 1000, 1001, 2500, -] indices ?t base vectors 2 = &FCHH,
- “The apple is eaten by the boy” O|2}= s+ 7} FO{& [}, n
‘eaten” token Of|M 21 =UCHA, O 01 =2 H= (B2 B2 ) =
_FL

> 2= "SE s+ Of|H| (502H)0i| CHSt o| 2ot HasS2 Bt
> 0|0 M FRC A= 7|& 49| top-3indices 2| activation values & W 20| & Act,, B
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* Intervention £ £3t output steering (1)

- Ed linquistic feature € input 5t11, AHM A=l top base vectors 2] activation values &
oMo 2 xAH3t (0 or ’]O)
O =0-

A. Linguistic Structure B. LinguaLens Pipeline
e R =l
Wi o 1 1
I. Muilti-level Structure |. Dataset Construction I" lll. Feature Intervention i
. 1 like these books Counterfact [ like these book e Eturcomont 1B
Syntax  Semantics Her eyes shine like stars > Her eyes shine TR !
% Sentences with the feature Operation  counterfactual sentences s o Intervention !
£ Plural Noun & Simile 1 e ) Enhancement |
3 Linguistic 1 1 Ny ® 10 |!
= Morphology Pragmatics 1 set to
< WUt _ b e oot g Ablation | 1
2 Il. Feature Extraction 1.Compute | setto 0 ]
u"’) '- i I asiure Oeations I
8 Il. Multi-language Analysis a. She open the door I . e | l Fasturo Actrad :
A a The door open ° ) ) ‘¢ Top-10 ] E Enhancement 1
E: : En T X b. Please sit down on Datasets by FRC 8 Act,  Base Vectors : 3y e o.o :
g 0 i Would you please sit down i 1
§ e po 1 SR ¥ P 2.Rec09nlzel- 2 " : (6 Ablation LLM as a Judge i
3 glish-specific : : ead AR inguistic Base Vectors 4 Output Taxt
8 Vectors e o Chinese-specific | 4 gctlva‘gons of ® ‘ for certain Features | o i
£ Shared Vectors Vectors o i he acim : ! !
g Encoder on Datasets °x® LLM recognition & hurman infecticn : 1
5 i Evaluation & Analysis H
Lo o e o o e e e e e e e ]
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* Intervention £ £3t output steering (2)

## Intervene Model Output

- A& cases

# case 1: top base vectors 2| activation values Default The wind blows snow into my eyes as I trudge through the
£ =% M (enhance), sl linguistic feature 7} blizzard.
Z3tEl output 0| A EICE, 1 Enhance As the cold descends, I feel in my
throat. It's an
# case 2: top base vectors 2| activation values Ablate  The winter sky was cold. The ice was hard under his boots.
E HAHE M (ablate), 51l linguistic feature 7t Default  Love is the :
AH A

beating faster than normal.

Ablate  The more you write, the more time and love you will have.

X2 feature steering 2% of| x|

cf) 2?7 HoStD o2 CiAH(R2HE) S Hl==eh d
CI2 Cfa(Exa2tE)of '~HqEH', '~&0|", '~=0|' &
HAZE MA 2T HICHO| HED{SH= H|RH.
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* Intervention & &2 output steering (3)

- £, linguistic typ e OfCt intervention 2| Feature ID Enhance _Ablate FIC
EMEEOE = US exp ctr exp ctr
_ _ AT Bh= Morphology
- exp: top vectors steering S& =& Past-Tense  8L4016  12.0 4.0 48.0 44.0 8.3
ctr: random vectors steering 42 &
- Syntax
g ~FIC ~ FUIH steering M2 Linking Verb 18L61112 52.0 24.0 48.0 40.0 22.9

Semantics
Causality 221.53236 32.0 20.0 40.0 36.0 12.0
Simile 26L.75327 72.0 52.0 48.0 52.0 6.9

2
[}
e
i
=
)
Qo
£
<
o3

o
£

@

2

Pragmatics
Politeness 31L578 60.0 32.0 44.0 20.0 46.9

/
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*Olel2

- counterfactual dataset construction A|, linguistic feature £
1A MIAH|Q] CHFSE linguistic features and levels 7t E0{7t= 281 1220 CHSAM =
SASH™ HAULY,

- these books = these book 2} Z2 0f|X|= minimal edit %l0 IEf el FA RN
AFAl H|2Ql 0|23t X|&O0| LLM behavior 0f] @gt2 O|X|X|= 4t

;O

- L2 validation dataset 2| Z& 0| dependent & = US

- Act,, score = metric ApX|2t ZZSHAHLE, OFL|TH S Ad ik XpM[D} ZHZSALE.?
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