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Limitation of Supervised Fine-Tuning (SFT): Imitation, Not Understanding

- SFT on positive Chain-of-Thought (CoT) data leads models to mimic successful reasoning paths

- However, models often fail to comprehend what constitutes flawed or incorrect reasoning

The "Sparse Reward" Issue in Online Reinforcement Learning (RL)

- Recent LLM advancements leverage online RL (e.g., Deepseek-R1's GRPO) with outcome-level rewards

- Challenge for MLLMs: Applying this directly to MLLMs, especially smaller ones, often results in a sparse reward issue

Consequences of Sparse Rewards:

- Poor Efficiency

- Unstable Learning Process

R1-VL: Learning to Reason with Multimodal Large Language Models via Step-wise Group Relative Policy Optimization

Motivation
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Step-wise Reasoning Accuracy Reward (StepRAR)

- Rewards the reasoning path using a soft key step matching technique 

 Evaluate whether the reasoning path contains key intermediate reasoning steps

Step-wise Reasoning Validity Reward (StepRVR)

- rewards the reasoning path based on a reasoning completeness and logic evaluation method

Assess whether the reasoning process is well-structured and logically consistent

Help mitigate the sparse reward issue by providing informative rewards, 

even when the reasoning path does not produce the correct final answer

StepGRPO
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StepGRPO Overview

4

R1-VL: Learning to Reason with Multimodal Large Language Models via Step-wise Group Relative Policy Optimization



Overview
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- Base MLLMs: 

- Qwen2-VL-2B

- Qwen2-VL-7B

- Warm-up Dataset: 

- Mulberry-260k

- RL Training Data: 

- Randomly sampled 10K data from Mulberry-260k

- Evaluation Benchmarks (8 widely-used multimodal 

benchmarks):

=> MathVista, MMStar, Math-Vision, ChartQA, 

DynaMath, HallusionBench, MathVerse, MME

Experimental Setup
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- RL Parameters:

- Group size: 4 rollouts per question

- Sampling temperature: 1.2

- Maximum sequence length: 1024

- Learning rate: KL divergence coefficient: 0.04

- Hardware: 4 H100-80GB GPUs
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- R1-VL Achieves SOTA Performance Among 

Reasoning MLLMs

- Competitive Results Against General 

& Closed-Source MLLMs

- StepGRPO effectively improves complex reasoning 

tasks by reinforcing both the correctness of 

intermediate steps and the overall logical structure 

of the reasoning process

Results
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Analysis
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- A larger M generally leads to better performance

A larger M results in a more stable and accurate baseline estimation, 

whereas a small M may lead to high variance in baseline estimation, making the optimization process less reliable

- The importance of process reward

 Step wise rewards are more effective in enhancing MLLMs’ reasoning capabilities, as they provide more fine -grained supervision and 

largely mitigate the sparse reward issue
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Qualitative comparison
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SimPO: Simple Preference Optimization

with a Reference-Free Reward

NeurIPS 2024



- Basic Regime:

단일 쿼리에 대해 올바른 답변(win)과 잘못된 답변(lose)의 차이(margin)을 극대화

 y_win을 생성할 확률을 상대적으로 높이고, y_lose를 생성할 확률을 상대적으로 낮춤

- Reward Function:

보상 함수는 Reference 모델과의 확률 비율을 사용

- 로그 확률 계산 시, token 별 probability를 ‘합계’ 하여 문장을 생성할 probability를 계산

SimPO: Simple Preference Optimization with a Reference-Free Reward

Preliminary: Direct Preference Optimization (DPO)
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Training-Inference Discrepancy 

- 모델은 추론 시 확률 평균으로 생성하지만, 학습은 상대적 확률 비율로 최적화

기존 DPO의 보상 함수는 Reference 모델과의 확률 비율을 사용하지만, 실제 추론 시 모델은 '평균 Log-Likelihood'에 의존

Reference-Free Efficiency 

- 불필요하게 메모리를 점유하는 Reference 모델의 존재

 SimPO는 Reference 모델을 완전히 제거함으로써 계산 자원을 약 20% 절감

Length Bias & Margin Optimization

- 단순히 긴 답변이 아닌, 품질 차이에 집중하는 마진(Margin)이 필요

보상 함수에 길이 정규화(Length Normalization)를 명시적으로 도입하여 '길기만 한 답변'이 고득점을 받는 현상을 방지

SimPO: Simple Preference Optimization with a Reference-Free Reward

Motivation
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1. 모델이 y_win을 생성할 확률과 y_lose를 생성할 확률의 차이를 직접적으로 극대화

2. 평균 생성확률의 도입

3. Margin의 도입

참조모델의필요성을 제거하고 생성 메트릭과 직접적으로 일치하는 암시적보상 형식을사용

SimPO: Simple Preference Optimization with a Reference-Free Reward

SimPO
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Model 구성

- Mistral / Llama3 Base & Instruct사용

- Base의 경우 UltraChat200k 로 SFT된 모델에서 출발

- Instruct의 경우 시판된 off-the-shelf 모델 사용

Training Data 구성

- SFT 모델로 5개 응답 생성

- RM을 기반으로 reward를 측정 후, 

높은 샘플을 chosen, 낮은 샘플을 reject으로 구성

 on-policy 설정에 더 가깝도록

SimPO: Simple Preference Optimization with a Reference-Free Reward

Setup
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- SimPO는 모델 크기나 학습 데이터 설정에 상관없이 모든 벤치마크에서

높은 성능

MT-Bench는 모델 간 변별력이 낮았지만, 더 변별력이 높은 Arena-

Hard에서 SimPO가 일관되게 높은 승률

- 단순한 변형을 넘어, 기존의 대세인 DPO를 유의미한 차이로 앞섬

 Reference 모델 없이도 더 정교한 정렬이 가능

- 이미 강력한 모델(Instruct-tuned)을 더욱 날카롭게 다듬는 데 가장 효

과적

SimPO: Simple Preference Optimization with a Reference-Free Reward

Result
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- LN이 적용된 SimPO는 응답 쌍의 길이 차이에 관계없이 모든

응답 쌍에 대해 일관되게 양의 보상 마진을 달성

- LN이 없는 SimPO는 승리 응답이 패배 응답보다 짧을 때 선

호 쌍에 대해 음의 보상 차이를 유발

이는 모델이 제대로 학습하지 못함을 의미

SimPO: Simple Preference Optimization with a Reference-Free Reward

Ablation 
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- 마진증가에 따른 보상 정확도(Reward Accuracy)의 비례 상승

- 응답 품질과 마진 사이의 최적점(Trade-off) 존재

적절한 마진은 보상 분포를 넓게 퍼뜨려 모델의 변별력을 높임

SimPO: Simple Preference Optimization with a Reference-Free Reward

The Impact of Target Reward Margin in SimPO
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- DPO 보상 체계와 실제 생성 확률 사이의 심각한 괴리

DPO에서 보상이 높다고 해서, 

모델이 그 답변을 실제로 생성할 확률이 높은 것은 아님

- DPO는 Reference 모델을 통해 간접적으로 길이를 조절하려 하지만, 

한계가 명확

- 단순한 보상 함수가 오히려 데이터의 선호 관계를 더 정확하게 학습

SimPO: Simple Preference Optimization with a Reference-Free Reward

In-Depth Analysis of DPO vs. SimPO
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- Reference 모델을 통한 명시적 제약 없이도 모델은 안정적으로 학습

- 베타의 적절한 강도의 최적화가 성능을 결정

- Reference 모델 제거는 실제 학습 시간과 메모리의 획기적인 절감



Thank you
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