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1. Token Efficiency (depth scaling)
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Don’t Think Longer, Think Wisely: Optimizing
Thinking Dynamics for Large Reasoning Models

Sohyun An', Ruochen Wang!, Tianyi Zhou?, Cho-Jui Hsieh!
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Tackling Overthinking Issue...
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DTO: Constructing Optimal Reasoning Trajectories

(1) Identify the appropriate point at which the reasoning should be

finalized
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DTO: Constructing Optimal Reasoning Trajectories

(2) Prune intermediate thinking patterns that do not meaningfully

contribute to the reasoning objective
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Post-hoc Trajectory Optimization

Model : DeepSeek-R1-Distill-Qwen-1.5B / DeepScaleR-1.5B-Preview
Data : Math training set 5,000, 4 responses per query

Result
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Preference Optimization Towards Optimal Reasoning Behaviors
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Preference Optimization Towards Optimal Reasoning Behaviors

Table 1: Comparison with other methods on the DeepSeek-R1-Distill-Qwen-1.5B model. We evaluate the
effectiveness of our method using a dynamic optimization framework and a preference optimization technique
applied to DeepSeek-R1-Distill-Qwen-1.5B by comparing it against existing methods.

MATH GSMSK Gaokao
Method Acc. (1) #Tokens (]) Eff. (1) Acc. (1) #Tokens(|) Eff. (1) Acc. () #Tokens(]) Eff. (1)
Instruct ver. [37]  76.36 555.16 N/A 85.37 315.44 N/A 65.13 575.86 N/A
Baseline 79.80 3543.44 1.000 8213 1382.99 1.000  66.62 3725.16 1.000
Fast Prompt 81.17 3354.99 1074  85.14 1894.73 0757  69.68 3634.30 1.072
SFT 81.28 3180.10 1.135  80.12 933.89 1445  67.34 3245.37 1.160
Ol-Pruner [17]  82.31 2593.06 1409  80.67 669.41 2029  66.69 2827.81 1.319 EpnD, yorge (z) [P (Y)]
DAST [27] 83.35 2817.94 1313 84.02 1174.89 1204  69.42 3058.96 1260 1= > :
FCS + Ref. [4] 84.72 2548.55 1476 8429 1080.19 1314 7130 2750.35 1.450 z~D, yoremo () [P (Y0))]
DTO (Ours) 85.48 1936.19 1.960  839I 844.18 1.674  72.66 2137.59 1.901
EmND, Yyo~mo(x) [C(yﬂ)]

AMC2023 AIME2024 AIME2025 Epp, yorge () [C(Y)]
Method Acc. (1) #Tokens (]) Eff. (1) Acc. (1) #Tokens(|) Eff. (1) Acc. () #Tokens(]) Eff. (1) ’
Instruct ver. [37]  54.75 786.43 N/A 11.22 956.11 N/A 8.11 887.40 N/A
Baseline 58.25 5338.54 1.000  21.44 7359.24 1.000  18.89 7236.66 1.000
Fast Prompt 61.00 5073.15 1102 21.56 7261.19 1019 2033 7137.90 1.091
SFT 61.08 5030.76 1.113 2378 7151.84 1.141 18.44 7122.97 0.992
O1-Pruner [17] 65.50 4370.83 1373 21.78 7015.30 1.066  17.67 6742.34 1.004
DAST [27] 66.58 4590.91 1329  24.00 7077.45 1.164 1978 6846.85 1.107

FCS + Ref. [4] 68.92 4166.60 1.516 24.44 6698.77 1.252 20.67 6545.62 1.210

DTO (Ours) 70.25 3376.98 1.907 28.00 5877.44 1.635 21.11 5689.38 1.421




Conclusion
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STEP-DPO: STEP-WISE PREFERENCE OPTIMIZATION
FOR LONG-CHAIN REASONING OF LLMS

Xin Lai! Zhuotao Tian? Yukang Chen' Sengiao Yang? Xiangru Peng” Jiaya Jia':®
1 The Chinese University of Hong Kong ZHarbin Institute of Technology (Shenzhen) “SmartMore



Background
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Models fine-tuned with vanilla DPO cannot pinpoint detailed errors in incorrect answers, hindering
the improvement of reasoning abilities
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10K Dataset with annotated steps

prompt:
Determine the least positive integer x for which the sum of x and 4609 gives a remainder of 2104 when divided by 12.

initial reasoning steps:
Let's think step by step.
Step 1: We know that x + 4609 = 2104 (mod 12).

Step 2: We can rewrite the given congruence as x = 2104 — 4609 (mod 12).
Step 3: Calculating 2104 — 4609 = —2505.
Step 4:

chosen_step:
Now we need to find the equivalent positive integer for — 2505 (mod 12).
To do this, we divide -2505 by 12 and find the remainder. —2505 + 12 = —208 remainder —9.

However, we want a positive remainder, so we add 12 to -9 to get a positive remainder. —9+12=3.
So, — 2505 = 3 (mod 12).

rejected step:
We want to find the positive integer x, so we add 12until we get a positive number. —2505 + 12 - 210 = 30.

Figure 5: An example of preference data sample for Step-DPO.



In-Distribution Data Construction
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Experiment

Table 3: Performance comparison between DPO and Step-DPO. We use only 5K data for training in
this ablation study.

Model Qwen2-7B-SFT | Qwen2-7B-SFT + DPO (5K) | Qwen2-7B-SFT + Step-DPO (5K)
MATH (%) 54.8 55.0 55.8

Model | Qwen2-72B-SFT | Qwen2-72B-SFT + DPO (5K) | Qwen2-72B-SFT + Step-DPO (5K)
MATH (%) 61.7 62.5 64.1




Conclusion

(1) In-distribution Data Generation
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A dA: DTO + StepDPO
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DTO + StepDPO
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A dA: DTO + StepDPO
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Method
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Method
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14} CjolE EE 3

DeepSeek-R1-Distillation-Qwen-1.5B 23 7|&
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Data Iteration Logic
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Example Sample

Chantal and Jean start hiking from a trailhead toward a fire tower. Jean is wearing a heavy backpack and walks slower. Chantal s

tarts walking at $4$ miles per hour. ... What was Jean's average speed, in miles per hour, until they meet?

Okay, let's try to figure out this hiking problem. So, Chantal and Jean are starting from the trailhead and going towards a fire towe

r. Jean is wearing a heavy backpack, so he walks slower. Chantal starts at 4 mph, but halfway to the tower, the trail gets steep, and

she slows down to 2 mph.
So, both of them meet at the halfway point, but Chantal is on her way back, while Jean is still going towards the tower.

Wait, so Chantal goes from trailhead to tower, then back do Wait, no—the problem says #"she meets Jean at the halfw
wn the steep part, and meets Jean at the halfway point. So, @y point#" Wait, the halfway point from where? The halfwa
Chantal's path is trailhead -> halfway -> tower -> halfway, a Y point to the tower? Let me check the problem statement
nd Jean is just going trailhead -> tower. again.

.. Thus, Jean's average speed was ¥#boxed{WWdfrac{12}{7}} - The calculation is consistent and verified through multiple

miles per hour. approaches. WnWn$$Wnwiboxed {(WWdfrac{12}{13}}#n$$



Data Statistics
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- Siatot sh5HE
model timestamp AIME24 AIME25 AMC23 GPQADian HumanEv: LiveCodeE MBPP
../3.training_phase/checkpoints/20260119_20485(20260120_134811 0.24333 0.19 0.59 0.22222 0 0.2531 0.106
deepseek-ai/DeepSeek-R1-Distill-Qwen-1.5B 20260120_134309 0.33333 0.21667 0.7 0.31313 0 0.26973 0.234
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