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Motivation

Multi-turn LLM agentsE [sliA] GRPOL PPOZ2 RL algorithmsO| HEE&| 1 Q!

E AL US
t

 OfX|TF EF OpX|2f AP E SU=X]) 22 outcome-only Ef Tt
y

redit assignment?} & ¢t =

—_

> HA0| sparsediA O] EHe| E50| Ha/ATfo] 7|} =X=

- ZE[E O0]HE RLOIM 450| MietEl= Ol f= 2= B Hel £52 rewardE FX| 57| =0

> HE|EO|A turn-level rewardE A8 252!
= GRPO2} PPOE EE|H HHo = s, H HR| BN S S0

3/33



Method
1. GRPO WITH TURN-LEVEL REWARDS FOR MULTI-TURN AGENTIC TASKS
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Method
2. MT-GPRO: TURN-LEVEL CREDIT ASSIGNMENT FOR GRPO

 MT-GRPO
simple two-turn agent setting (K = 2), m turn reward {RI}S., , S8 turn reward {RP}E,
turn-level advantages

AEIT-GPRO — Af + A?, AMT—GPRO — A,?

7,2
T R,{ — mean({R{},iGzl) O R,? — mean({R? }?’:1) Tool Execution Reward (Intermediate Reward) Exact Match Reward (Outcome Reward)
i': = I G 3 ?‘ = O G 0.20 0.80
std({R; }i21) std({R;" }i21) o6 0.70
0.15 0.60
g 0.13 g 0.50
[Case Study for MT-GRPO on a Two-Turn Agentic Task] S Foe
g 0.08 g 0.30
(18d) reasoning + search tool & — HAY A1} dtst o.08 020 ‘
—— MT-GRPO —— MT-GRPO
(2&1) retrieved result 7|8 reasoning — final answer =3 %1 — creo-r 0101 — GRPO-MR
0.00 — GRPO-OR —— GRPO-OR
1] 50 100 150 200 250 300 0.0 0 50 100 150 200 250 300
Step Step

GRPO-0R: outcome reward2t A2
GRPO-MR: intermediate + outcome= X A{(merged) trajectory-level 24 172 Bt5F

MT-GRPO(X|Qt5}=): intermediate/outcomeS E | advantage 2 F2|8A] credit assignmentE 5 MZSH|

> MT-GRPO?t £& M QMo =2, RES| U2 25

> MT-GRPO?Z} exact match?} O &=H|
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Method
2. MT-GPRO: TURN-LEVEL CREDIT ASSIGNMENT FOR GRPO

« MT-GRPO
SHX|2F MT-GRPO= $HA|7t ZxHg
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Method

3. PPO WITH TURN-LEVEL REWARDS FOR MULTI-TURN AGENTIC TASKS

+ MT-PPO
O 5 HAKOR £ 4 9l WHe? > PPO

PPO objective (clipped surrogate)

1 ly|
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«  X}O|: reward AH|
X 2471

Turn-level rewards: &2+ & R!, £|Z 21t RO

| Zmin (wy(6)Ag, clip(we(6), 1 —€, 1 +¢€) Ay)
t=1

RI  if tis the last token of the intermediate turn

0 otherwise

{RO if ¢ is the last token of the entire trajectory
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Case Study

MULTI-TURN REASONING-AUGMENTED SEARCH AGENT

« Of iteration0i|A
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Experiments

* Training Details
Base model: Qwen2.5-7B

. Training Reward [NQ) s Training Reward [NI‘:\_I-_ S— Training Reward (NQ)
Eoa| — MTFPO 4 §98) — wrero Ea.s —— JSIEEFO g
. s . Em T ﬁw : : MM ?n-‘ i/ ““\_l E J"

Corpus: 2018 Wikipedia dump " Tl | S ]

Datas ets N Q, Hot pOtQA — FPO-:;iining Reward (HotpotQA) po— ppo-:‘:!:_ing Reward {HotpotQA) o[ FFO-:‘ilnlng luwa.rd {HotpotQA)

Metric: (1) answer correctness (EM) reward bl Lol I :jy
o Sos N/ 3
S| e H “l f Eo.z

(2) format correctness reward fo J

Step Stap

(3) retrieval correctness reward
Figure 3: Training reward curves recorded during training for PPO baselines and MT-PPO on the NQ
and HotpotQA datasets. The rewards include answer correctness, format correctness, and retrieval
correctness. Solid lines show mean reward values, while shaded regions indicate variability across
five independent runs.

* Training Dynamics
- MT-PPOYt X8t 30| O &
- StepO| X|LtH PPOO|IA 2410] & HX| 1 d& X5t StX[2 MT-PPO= E2EH d&
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Experiments

[ ] s
Benchmark Performance Methods General QA Multi-Hop QA Ave.
_ % EI:IF % -% E *O F NQ' TriviaQA* PopQA* HotpotQA' 2wiki* Musique®
f o ok S SEAQ Lo -| o -| X Answer Correctness (Exact Match)
- +format = N JH/er=0| IfR|= BXHE Hel X|HS
= HFA ZoiM BIH/2501 A= =HE Hel M Qwen2.5-7B-Base 0177 0319 0.181 0.160 0.167 0040  0.174
(e} = = (e} 5-TB- . . . . . . .
gll-a_c_)_l IO_}%IAC-)III_l. AEIIJ EE:! %Jélol DEl-Ol f_._; r}i%% DOI-E%I- Qwen2.5-7B-Instruct 0.320 0.563 0.349 0.292 0.277 0.118 0.320
GRPO-OR (Search-R1) 0.391 0.560 0.388 0.331 0.306 0.129 0.351
GRPO-MR (Search-R1)*  0.453 0.628 0.450 0.416 0.375 0.164 0.414
PPO-OR (Search-R1) 0.483 0.639 0.456 0.435 0.382 0.199 0.432
PPO-MR (Search-R1)* 0.472 0.629 0.452 0.436 0.402 0.180 0.429
GRPO (OTC)* 0.444 0.597 0.431 0.366 0.311 0.130 0.380
PPO (OTC)* 0.446 0.623 0.425 0.383 0.363 0.152 0.399
PPO (StepSearch) 0.355 0.570 0.385 0.351 0.396 0.179 0.373
MT-PPO (ours) 0.490 0.647 0.459 0.453 0.424 0.209 0.447
Format Correctness
Qwen2.5-7B-Base 0.118 0.118 0.105 0.098 0.084 0.082 0.101
Qwen2.5-7B-Instruct 0.183 0.267 0.067 0.109 0.037 0.071 0.122
GRPO-OR (Search-R1) 0.706 0.685 0.597 0.513 0.376 0.328 0.534
PPO-OR (Search-R1) 0.909 0.954 0.952 0.916 0.806 0.834 0.895
PPO (StepSearch) 0.521 0.614 0.668 0.560 0.396 0.571 0.555
MT-PPO (ours) 0.999 0.997 0.999 0.998 0.999 0.999 0.999
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Experiments

« Ablation Study

- (1) reward design, (2) max turn
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Conclusion

« Multi-turn agentic 0| = turn-level reward?t 24
« O|Z ?I8l|A] intermediate rewardE HA[St1 GRPO/PPOE multi-turn 2= 2%t
> 2F HOjlM O M 2ot I =83 2
« reasoning-augmented search agent 20X, turn-level rewardE @2 ™ {2 RL ¥ 2|ZHA et ot "t o 37|

i
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Motivation

« LLMZ| Multi-turn instruction following capability2 real-world application®|A{ core competency
 BX|2t J|E benchmarkE2 32

Al/2|1QE/AELY DL 2ZH2 fine-grained constraint satisfaction

o?i

- domain-specific capability

> TurnS72t9| structural dependencyZ M2 HOISHX| 23t

« O|2{gt structural dependency & user intentE Htdst0 US

« LIt if o= constraint ZEERHO| OtL[2f =& |X[Sh= ST 1 2{SHOFSITH

Kok 26 =& gelotl 0|F 7|%t2 = benchmark
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(@]
B2 M - fail case
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N
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|= LLM
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Motivation

« %} structure?t 3237t
7|2 multi-turn WoH= CH3IE “single-turn£9| Chee 912" 2 %3¢t
- Failure to model complex scenarios
- Methodological bias - inter-turn structural constraints& &X|1, intra-turn constraints@t 2}CHE O}

- Analytical deficiency

= T2{{A O] =20{|A= StructFlowBench X2t
- structural flow modelingE 34l turn 2t 23| £ ZE&

- 044 JtX| Structural Flow Taxonomy &9

15/33



StructFlowBench
1. Structural Flow Taxonomy

e Structural Flowzt

2t user turn(EE= turn ) “0| turnO| O & Ot turnz} OfiH HfAlO 2 AL ="

—

> 20| B3] 2 turne| XIAARSHS TH2E X (intra-turn) % OfLI2}, O] H Cfs

« Taxonomy

INlustration of the Structural Flow Taxonomy
represents the i-th Turn of conversations (including the
Ti user prompt and the LLM response) .
| represents the conversational structure between two turns (blue
l l + for follow-up, red for refinement, dotted for either case).

[ "7\ the lines within the circle represent the flow(s) in the structure.
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Follow-up

CHEZ 2™ turng XA EH| 0|0 2= HEH.

A M EHHO| EXF BEEZ O XHMS], o j'?1| OE = FILAR/FI1 70 o
Reﬂnement

: 2l A yser instruction2 =AM CHA| @ 716H= SEf
:J|E Q2 O & OIEA|I| £ 2 constraintsE .:.EﬂOlEaE A

Recall

1 2turn O|°42| O] HEE CHA| F 5= FEY
Expansion

: StLEC| A |of CHBHA ZSICHF O 2] subtopic@ 2 fan-outE|= HEY
Summary

1 2] O| M turnO| A LI2 LHEZ fan-inQ 2 & ™{AM Q2F/HE[SH= HEl
Unrelatedness
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StructFlowBench
1. Structural Flow Taxonomy

e Structural Flowgzt
2t user turn(EE= turn ) “0| turnO| O & Ot turnz} OfiH HfAlO 2 AL ="
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« Taxonomy

INlustration of the Structural Flow Taxonomy

Ti represents the i-th Turn of conversations (including the - FO”OW_Up 2> j|2|_E D—I-|IEI;||-§ 1 HE —||:—J_ E—‘I %E é!
1 user prompt and the LLM response) . : H',E jilxd tu rnE f?ﬂiﬂm Olo_l %E EH
| represents the conversational structure between two turns (blue . o
ll+ for follow-up, red for refinement, dotted for either case). . I_!}(Ij EI:!Hfljol EXO-I _I?_E_; I:'-I x|-k”o| I:'-I ?I | fﬂEE _;F_jl- E_E_/_;F_jl- —9-__FLO1| OH I:OI-
f_':_".the lines within the circle represent the flow(s) in the structure. - Reﬂnement -> jl = _9_7(4 =) ﬂx:l*—l EI-A' _Q_;LOI-'—
Follow-up Refinement Recall -I user mstructlon; ZFJSIOH*-I I:l'*l R__Ilo'-I_ E H
T : 7|’: R o & UEAF| =5 constraintsE |:|E”O|E6|'E A
.. T \, ;-\ - Recall
N [N || Ty  2turn O|442| O RS ChA| B ZsH= e
N -3 .
3 T4 - Expansion
: : SHLEe| F=A|of| CHBHA] —ESHTHIt 0421 subtopic@ 2 fan-outk|= HEl
Expansion Unrelatedness - Summa ry
. m : 042 O|™ turnOf|A| L2 LHE S fan-inQ 2 A Q2k/XHE|85H= HEf
T2 - Unrelatedness
LE] D O|d Mkt =XOF B2 22| M ER 2 2tk [=
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StructFlowBench
2. Constraint Categories

o HOlE MAEL2 HILE et MZ2 structural constraints?} =
e StructFlowBench@| ™2} 7|&& & £59| constraints2

(1) intra-turn constraints
Content Constraint: E#0| X|HEl content scopedf| 2t £S5t topicOf| A HIO{LIX| QrOtOF &F

Keyword/Element Constraint: &'#0]| “Artificial Intelligence”& Z&5t2}

Style Constraint: £ writing style2 [L}2}0F &

Basic Format Constraint: 7|2 =& format& X|>0} &
Quantity Format Constraint: M2 20| H|of2 Sr%|of o

Template Format Constraint: sl template £ =Z [L}2}0F B

Situation Constraint: £74 identity/role/context 22 scenario/perspective0i| St&| Esljof ot

Inverse Constraint: | O 2 L 3t5HX| 2H0t0F SH=(avoid) XN|2f

(2) multi-turn structural constraints

- Follow-up Constraint, Refinement Constraint, Expansion Constraint, Summary Constraint, Recall Constraint
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StructFlowBench
3. Data Construction Pipeline

1. Parameter Setting

.

2. Two-Step Dialogue Generation

3. Constraint Extraction and Addition

|

"

[USEI‘ T}'].'le & Experts O Non-experts ]

l' N

& Open-ended O Practical ...
Task Questions Writing

LN E -
[ O Health & Lifestyle O Law ...
Topic ~ = ,
L 22 F

(" Structural Flow Template )
& T2 follow up T1 , T3 refine T2.

O T2 follow up T1, T3 summanze [T1.T2).
O T2 refine T1, T2 recall T2, ...

o J

.\

Intermediate Dialogue Plan
Summarized Prompis:

T1 : The user asks for general advice on how to begin incorporating
minimalism into their daily lifestyle.

T2 : The user follows up by requesting more specific examples of
rminimilist routines for morning activities.

T3: ...
. R
Compleie Dialogue
Complete Dialogues:
T1 : user prompt: [ am secking expert advice on integrating ..
assistant answer: To incorporate minimalism mto daily life. .

T2 : user prompt: Building on the earlier discussion on ...
assistant answer: Certamnly! Here's a minimalist

>

-

A"

Constraint Extraction N

T1: Content Constraint (Does the response revoelve around. . );
Quantity Format Constraint (s the response limited to
150 words 7).
T2: Content Constraint (s the response focused on ...);
Basic Format Constraint (15 the response presented in a
Markdown table format™)
T3: ...

'

T3: ...

r—

Structural Constraint Addition )
T1 to T2: Follow-up (Is the T2 conversation a follow-up
of T1 conversation?})
T2 to 'T'3: Revision (Is the T3 conversation a refinement

of T2 conversation™})
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StructFlowBench
4. Evaluation

* LLMZ oA Boi=A
« Evaluation Criteria
- Golden Context
: O|O|E{A2| gold dialog historyE contextZ &
- Constraint decomposition + binary questions
: multi-turn user instruction= 24 71| =& & QI constraints2 Z72H &, 2 constraint0f| CHsH RIS HE S
=+ binary question@E 2 checklist
- checklist 2115 2OtA] X H
- LLM-as-a-judge

=

: GPT-400{A| golden context + test model response + constraint checklist + prompt template & @0 A F2}
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StructFlowBench
4. Evaluation

* Evaluation Metrics
- CSR (Constraint Satisfaction Rate)

: A instructionof| CHsH, 2t instructionO] 7%l constraints & 3 %E THEMU=X[Q] W
- ISR (Instruction Satisfaction Rate)
s instruction THR|2 "1 instruction?| 2 & constraintsE H & THFEIMH =01
- DRFR (Decomposed Requirements Following Ratio)
s instruction2 O M|22t8t scoring questions ?|BIO 2 MX|| @ AL IHEE E Q6= X H
- WCSR (Weighted Constraint Satisfaction Rate)
1 7|& CSR/ISRE| ¢HAIE E 2ot 1 weightE HFESH X| &

intra-turn constraints weight =1

structural constraints weight = 2

21133



Experiments

£ 13 LLME Hotet

Closed-source (3): GPT-40, Claude-3.5-Sonnet, Gemini-1.5-Pro

Open-source (10): Llama-3.1-Instruct-8B, Mistral-7B-Instruct-v0.3, Qwen2.5-7B/14B-Instruct, Yi-6B-Chat, Phi-3.5-
mini-instruct, GLM-4-9B-Chat, DeepSeek-R1-Distill-Llama-8B, DeepSeek-R1-Distill-Qwen-7B, DeepSeek-v3
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Experiments

* QOverall Results

Model Name follow-up refinement expansion summary recall | CSR ISR WCSR DRFR
Deepseek-v3 0.99 0.8 0.92 1.0 1.0 | 097 093 096 0.98
Gemini-1.5-Pro 0.97 0.78 0.91 1.0 094 | 096 091 055 0.96
GPT-40 0.98 0.78 0.88 0.97 091 | 096 09 0.95 0.96
Claude-3.5-Sonnet 0.98 0.8 0.88 1.0 091 | 095 089 054 0.95
GLM-4-9B-Chat 0.95 0.75 0.84 0.97 094 | 095 087 093 0.95
Qwen2.5-14B-Instruct 0.97 0.73 0.87 0.97 097 | 093 084 052 0.93
Qwen2.5-7B-Instruct 0.95 0.76 0.9 0.94 097 | 093 084 052 0.93
Deepseek-R1-Distill-Qwen-7B 0.91 0.62 0.85 0.86 078 | 0.81 0.7 0.8 0.82
DeepSeek-R1-Distill-Llama-8B 0.94 0.73 0.82 0.89 0.84 | 0.87 079 0.86 0.87
Llama-3.1-Instruct-8B 0.96 0.71 0.84 0.79 094 | 0.84 069 083 0.85
Phi-3.5-mini-instruct 0.94 0.68 0.87 0.94 094 | 0.88 074 0.87 0.87
Yi-6B-Chat 0.98 0.62 0.87 0.84 094 | 0.86 0.7 0.84 0.86
Mistral-7B-Instruct-v(0.3 0.97 0.59 0.87 0.71 097 | 0.76 057 0.76 0.77

Table 2: StructFlowBench rated by GPT-40. The left side of the figure displays the performance of various models
on the five basic structural constraints, with accuracy used as the evaluation metric, while the right side presents
their performance on the four key metrics.

- DeepSeek-v37t ZE X|E|A 15 - fine-grained constraint + multi-turn structure O|si= 2= 2+t
* Gemini-1.5-Pro, GPT-40 J Lt82 2 ZE > intra-turn2 H|=BH = structural constraintsof| M =5 ofet B

« DeepSeek-R1-Distill-Qwen-7B2} Mistral-7B-Instruct-v0.3 > ¥ 22
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Experiments

Overall Results

Model Name follow-up refinement expansion summary recall | CSR ISR WCSR DRFR
Deepseek-v3 0.99 0.8 0.92 1.0 1.0 | 097 093 096 0.98
Gemini-1.5-Pro 0.97 0.78 0.91 1.0 094 | 096 091 055 0.96
GPT-40 0.98 0.78 0.88 0.97 091 | 096 09 0.95 0.96
Claude-3.5-Sonnet 0.98 0.8 0.88 1.0 091 | 095 089 054 0.95
GLM-4-9B-Chat 0.95 0.75 0.84 0.97 094 | 095 087 093 0.95
Qwen2.5-14B-Instruct 0.97 0.73 0.87 0.97 097 | 093 084 052 0.93
Qwen2.5-7B-Instruct 0.95 0.76 0.9 0.94 097 | 093 084 052 0.93
Deepseek-R1-Distill-Qwen-7B 0.91 0.62 0.85 0.86 078 | 0.81 0.7 0.8 0.82
DeepSeek-R1-Distill-Llama-8B 0.94 0.73 0.82 0.89 0.84 | 0.87 079 0.86 0.87
Llama-3.1-Instruct-8B 0.96 0.71 0.84 0.79 094 | 0.84 069 083 0.85
Phi-3.5-mini-instruct 0.94 0.68 0.87 0.94 094 | 0.88 074 0.87 0.87
Yi-6B-Chat 0.98 0.62 0.87 0.84 094 | 0.86 0.7 0.84 0.86
Mistral-7B-Instruct-v(0.3 0.97 0.59 0.87 0.71 097 | 0.76 057 0.76 0.77

Table 2: StructFlowBench rated by GPT-40. The left side of the figure displays the performance of various models
on the five basic structural constraints, with accuracy used as the evaluation metric, while the right side presents
their performance on the four key metrics.

« DeepSeek-R1-Distill-Llama-8B7} Llama-3.1-8B-Instruct 2Ct 2 & X|HH|A| LIS
- HIHZ DeepSeek-R1-Distill-Qwen-7B= 7|20 Qwen2.5-Math-7B2tA multi-turn instruction following0f] 2FsH
A XEAPEHe|0] Rles BT

« open-source?! DeepSeek-v37} closed-sourceE 41 A

- distillation 21}

Xl A

- A
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Experiments

Structural-Constraint-Categorized Performance

Model Name follow-up refinement expansion summary recall | CSR ISR WCSR DRFR
Deepseek-v3 0.99 0.8 0.92 1.0 1.0 | 097 093 096 0.98
Gemini-1.5-Pro 0.97 0.78 0.91 1.0 094 | 096 091 055 0.96
GPT-40 0.98 0.78 0.88 0.97 091 | 096 09 0.95 0.96
Claude-3.5-Sonnet 0.98 0.8 0.88 1.0 091 | 095 089 054 0.95
GLM-4-9B-Chat 0.95 0.75 0.84 0.97 094 | 095 087 093 0.95
Qwen2.5-14B-Instruct 0.97 0.73 0.87 0.97 097 | 093 084 052 0.93
Qwen2.5-7B-Instruct 0.95 0.76 0.9 0.94 097 | 093 084 052 0.93
Deepseek-R1-Distill-Qwen-7B 0.91 0.62 0.85 0.86 078 | 0.81 0.7 0.8 0.82
DeepSeek-R1-Distill-Llama-8B 0.94 0.73 0.82 0.89 0.84 | 0.87 079 0.86 0.87
Llama-3.1-Instruct-8B 0.96 0.71 0.84 0.79 094 | 0.84 069 083 0.85
Phi-3.5-mini-instruct 0.94 0.68 0.87 0.94 094 | 0.88 074 0.87 0.87
Yi-6B-Chat 0.98 0.62 0.87 0.84 094 | 0.86 0.7 0.84 0.86
Mistral-7B-Instruct-v(0.3 0.97 0.59 0.87 0.71 097 | 0.76 057 0.76 0.77

Table 2: StructFlowBench rated by GPT-40. The left side of the figure displays the performance of various models
on the five basic structural constraints, with accuracy used as the evaluation metric, while the right side presents

their performance on the four key metrics.
- follow-upO| A 2| Ct &stct > 29 0|0{717| et
« recallz MEHHOo = ot > O™ turn X 585 Y=
« summary / expansion2 Z& 2t HXPD 2 > 4% 2

« refinement?} 7}& 012

20| 72
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Experiments

* Intra-Turn-Constraint-Cateqgorized Performance

Task-oriented Inverse
Role-playing Constraint

Mixture

Professional
Writing
(a)
N Claude-3.5-Sonnct [N Decpseck-R1-7B MMM Gemini-1.5-Po W GPT-4o [ Mistral-7B-Instruct N Qwen2 5-14B-Instruct MM Yi-6B-Chat
N Decpseck-v3 N Decpseck-R1-8B NN GLM-4-9B-Chat [N Lilama-3.1-8B-Instruct MBS Phi-3.5-mini-instruct IS Qwen2 5-7B-Instruct

«  DeepSeek-v3/ Gemini-1.5-Pro / GPT-40 > CHEE X|2F0| A HO| Cf &gt
« [CI2 REEEL rule-based constraintsO| A= Ho| &t

« format-related constraints(Basic Format / Template Format / Quantity Format) oA A450| 3| Eo{Z
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Further Analysis

« Complex Scenario Suitability Study
O] =20 A =3 multi-turn dialogue datasetO| real world use case?t GO 23X HS
StructFlowBench, MT-Bench-101, Multi-IF, MT-Eval, WILDCHAT Of| A 2= &}X| H|0|E M=
GPT-407} Of2ff 37}X|2 1~5&H O =2 xHH:
Logical Coherence
Goal Clarity

Transition Naturalness

Z7t2 Confusion Factor (CF) -

v

QI dialogue H|& (AFZO| 22 [ real-worldX & 2t2tet HE9o| H|g)

O
1

oH
EX
Il

StructFlowBench

« StructFlowBench?} M| &= HME|M JHE =&

—__ — 2
Ir' =1
z E
-30 § |
-25 g
WILDCHAT - 2,62 3,12 200 0.22 o
! T i =20 l
Logical Coherence Goal Clarity Transition Naturalness Overall CF

Figure 4: The comprehensive complex scenario evaluation heatmap of five multi-turn dialogue datasets.
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Further Analysis

» Fail Case Analysis of Refinement

2l refinementdi| A RLHX|=X|

- ZH0| Refinement vs Follow-upE & & 2%
- refinement= "4& constraintsft @ H|0| E"&|0{0f _('5|'J__', O| ™ turno| M =0l CtE constraints= S X|Z|0{0F '('5|-EE||' Da0| 0|X constraints=
=

forgettingdi A +2t/%/5h= & 0| ATt

o~ =
T1:

User Prompt: Draft a 200-word executive summary for UNEP's climate
adaptation report. Must include: 1) Key findings on flood resilience
strategies 2) Policy recommendations prioritized for developing nations
3) Non-technical language for policymakers. (3 Constraints: Quantity,

Content, Element)

Qwen-2.5-14b Answer: Executive Summary: Coastal Climate
Resilience... (Word count: 197)

T2:

User Prompt : The policy recommendations for developing countries
are not specific enough. At the same time, a cost-benefit analysis of
hybrid versus traditional infrastructure needs to be included. (2 new
Constraints: Refinement, Element)

Qwen-2.5-14b Answer : Enhanced Summary: SEA Infrastructure

Economics... (Word count: 217, overlook the Quantity Constraint in T1)
. iy

Figure 5: A Fail Case of Refinement. 23/33
T




Further Analysis

« Human Verification

LLM-as-a-judgeZ g1 OL|7} T YOt} LSatstX|
- Qwen2.5-7B-Instruct Z=0{| A 30 dialogues

- domain experts 20| constraint &4 binary=2 HJ}

- GPT-40 ™ot} AtZt ™I Kappa coefficient  0.75
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Conclusion

« 7|& multi-turn instruction-following W2t= intra-turn constraints &2 0|2}, turn 2t structural intricacies / inter-turn
dependencyE &&0| BIISHK| &t
« 2{A StructFlowBench X|Qt
dual-constraint evaluation system = intra-turn constraints + inter-turn structural constraints
six-category Structural Flow TaxonomyZ multi-turn 252 X0 2 PRI /Ot
« 137l representative LLM ™I0f|A] 22 2t structural processing capabilities X2 SESHH, multi-turndjM XE

FXI/Melot=s 30| ot 2ades 2E0E

L- O 1 | E a
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22|72t real worldoi|A IIm= AF R E& oF B0 2= instructions F=2| OfL[2t 02 B0l 2X X CHehS St A FAL A=t

— AIX| AR multi-turn conversation = AIZIXOl | | M 20| 1R =2 %

OFR|Zh oAl LLM2 ZE[HO|A d&52] 2§ E0|1 /S

ZE|HOM LLMO| 5 of=o| iy HelS "2=7] & (early commitment) + BH[O|E 2T + XAl 7X| A2 235k, OIS

| =
EiH creditQ 2 StEA|7|= RL I 2 E X|¢t

| Ze| HEIR A5 FojX|s 2ol 5% U o

(@]
K| 012 Q10| turn-level credit& = Masked Turn-Relative GRPO X[t

o

31/33



Thank you

;q, atural |_anguage
S99 rocessing

£ Artificial Inteligence

KOREA UNIVERSITY




	Slide 1
	Slide 2
	Slide 3
	Slide 4
	Slide 5
	Slide 6
	Slide 7
	Slide 8
	Slide 9
	Slide 10
	Slide 11
	Slide 12
	Slide 13
	Slide 14
	Slide 15
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22
	Slide 23
	Slide 24
	Slide 25
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30
	Slide 31
	Slide 32

