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Motivation 㖈 Contribution

• LLM㎿MAS가 복잡한 실제 작업을 효과적으로 수행하려면 단순히 목표를 해석하는 것을 넘어 
세 가지 필수 협업 능력이 필요함:

1. Competence Boundary Awareness 㛳 혼자 못 푸는 상황을 인식하고 도움을 요청할 수 있는가?

Motivation

2. Communication 㛳 필요한 정보를 명확한 프로토콜로 전달할 수 있는가?

3. Dynamic Adaptation 㛳 상대의 요청에 맞게 행동 계획을 바꿀 수 있는가?

• 기존 벤치마크들은 여러가지 한계를 갖는데:

1. 협업이 강제되지 않고

2. End㎿to㎿End 지표만 사용하여 중간 협업 과정에 대한 고려 없이 성공 여부만 고려하며

3. 세분화된 평가가 부족함



Environment Settings

• LLM㎿MAS 내 task는 다음 4㎿tuple로 정의: 𝑇 = (𝐺, 𝐸, 𝑃, 𝑅)

(𝐺: natural language description of the task goal, 𝐸: description of the environment, 
𝑃: optional natural language guidance ㏙recipes, helpful hints, task constraints㏚, 
𝑅: Referential Action Trajectory ㏙RAT㏚㏚

Collaboration Capability

• 핵심 협업 능력 정의

1. Initiating Collaboration 㛳 한계에 봉착했을 때 도움 요청

2. Responding to Collaboration 㛳 요청을 이해하고 환경 상태에 맞게 행동 수행



Environment Settings

• Trajectory Efficiency Score ㏙TES㏚

Evaluation

• Incremental TES ㏙ITES㏚

Agent의 실제 행동 시퀀스가 최적 행동 시퀀스㏙RAT㏚ 와 얼마나 잘 맞는지 측정, 순서 보존 㚉 중복 페널티 포함

Individual collaborative action의 중요도 평가
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• Evaluation metrics

1. Progress Completeness ㏙PC㏚ 2. Initiating Capability ㏙IC㏚ 3. Responding Capability ㏙RC㏚

𝑃𝐶 =
1
𝐾6
!/$

0

𝑇𝐸𝑆 0ℎ! 𝐼𝐶 =
1
𝑁6

1/$

2

𝕀 𝐼𝑇𝐸𝑆 0𝑎345
1 , 0ℎ" > 0 𝑅𝐶 =

1
𝑁6

1/$

2

𝕀 𝐼𝑇𝐸𝑆 0𝑎3467
1 , 0ℎ" > 0

𝑔̅'
( = 𝑔) )*+

,! ∈ 𝑅



Benchmark

• Grid㎿based kitchen simulation 환경을 testbed로 사용

Environment

환경 내에 조리 관련 도구들을 ㏙e.g. dispensers, utensils, counters, delivery location㏚ interactive element들로 설정.

Task Construction

Agent들은 function format의 predefined action들로 해당 element들과 상호작용.

Minimum number of collaborative actions에 따라 6단계로 난이도 세분화.

총 30개 task ㏙recipe㏚ 생성.



Benchmark

㎿ 각 agent는 resource㎿isolated 
sub㎿environment에서 활동,
상호간 interaction은 중간 counter
에서만 가능

㎿ Collaborative dependency 강조

Resource Isolation

㎿ 한 agent에게만 task completion
을 위한 정보 제공

㎿ Agent 간 communication 강제

Asymmetric Task Knowledge



Experiments 㖈 Results

Benchmark Overview

• 난이도 ㏙min collaborative action num / min timestep㏚에 따라 task를 6단계로 세분화
• 2㎿agent 상황 가정

Agent A ㏙8가지 action 수행, 4가지 interactive element 접근 가능㏚
Agent B ㏙6가지 action 수행, 5가지 interactive element 접근 가능㏚

Models

• 다양한 size ㏙7B 㚕 671B㚉㏚의 13개 LLM을 foundation model로 사용
Open㎿source: DeepSeek㎿R1, DeepSeek㎿V3, Qwen2.5 ㏙7B, 14B, 32B, 72B㏚, Llama㎿3.1 ㏙8B, 70B㏚
Closed㎿source: GPT㎿4o㎿1120, Claude Sonnet 4, o4㎿mini,

o1㎿mini, GPT㎿3.5㎿turbo㎿0125



Experiments 㖈 Results

Task Completion Efficiency

• Claude Sonnet 4가 최고 성능, 특히나 challenging tasks에서 독보적

• Open㎿source 모델들 중에선 DeepSeek㎿R1이 excel하지만 토큰 폭증 ㏙GPT㎿4o의 18.6배㏚

• 고난이도 ㏙Level 4 이상㏚ task에선 모든 모델 성능 붕괴 ㎿㚏 단순 scale㎿up 한계



Experiments 㖈 Results

Process㎿Oriented Evaluation

• 대부분의 모델들에서 RC 㚏 IC 경향성이 나타남 㛳 요청 받으면 수행은 잘하는데, 먼저 요청은 못한다

• Task difficulty가 증가함에 따라 모든 모델의 collaboration capability가 collapse ㎿㚏 scale㎿up 한계

• Simpler tasks에서는 reasoning model들이 outperform



Experiments 㖈 Results

Human Performance Evaluation

• 10 human participants에 대한 human 실험 결과를 performance ceiling으로 사용

• DeepSeek㎿R1 성능과 비교했을 때 human 성능이 지속적으로 높게 나옴
High㎿level task abstraction이 가능한 human과 다르게 current LLM㎿MAS들의 shallow memory mechanisms에 
의한 한계 나타냄



Experiments 㖈 Results

Analysis of Collaboration Failures

• Collaboration의 성공/실패 여부가 input prompt의 attention distribution과 밀접히 연관된다는 사실 발견

Case㏚ Initiating Collaboration

Case㏚ Responding to Collaboration

㚉㏚ Collaborative rules

㎿㏚ Recipe information

㚉㏚ Environmental observations, collaboration rules

㎿㏚ Partner instructions



Conclusion

Collab㎿Overcooked Benchmark

• A framework evaluating LLM㎿MAS collaboration from end㎿to㎿end and process㎿oriented perspectives

Case㏚ Responding to Collaboration 㚉㏚ Environmental observations, collaboration rules

㎿㏚ Partner instructions

• 모델의 reasoning 능력 향상, Experience Abstraction, Attention㎿constraints 등에 대한 future work 제시
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Motivation 㖈 Contribution

• 최신 LLM들은 short㎿horizon single㎿agent environment에서는 impressive reasoning, task 
planning capabilities를 보임.

Motivation

• 그러나 실제 세계에서의 의사 결정은 이런 environment들보다 훨씬 복잡한 경우가 많음
1. Time delays
2. Diverse long㎿horizon tasks
3. Multiple agents

㚍㚏 Asynchronous planning의 필요성!



ROBOTOUILLE

• ROBOTOUILLE task를 time㎿delayed effect가 있는 MDP로 설계

Task Definition

𝑀 =< 𝑆, 𝐴, 𝑇, 𝑅 >
State (𝑠 ∈ 𝑆㏚: 𝑠 = 𝑠̂&, 𝐻& ㏙𝑠̂&: observable state elements, 𝐻&: set of timer variables㏚

Transition function ㏙𝑇: 𝑆 × 𝐴 → 𝑆㏚: returns next state 𝑠' = 𝑠̂&(), 𝐻&() based on given 𝑠 and 𝑎
Reward function ㏙𝑅: 𝑆 → 0, 1 ㏚: defines the goal of a given task

Action ㏙𝑎 ∈ 𝐴㏚: grounded action



ROBOTOUILLE

JSON Example



ROBOTOUILLE ㎿ Dataset Details

Synchronous Dataset Asynchronous Dataset



ROBOTOUILLE

ROBOTOUILLE



Experiments 㖈 Results

Baselines

• I/O: initial state, valid actions, goal을 input으로 받아 전체 plan을 output
• I/O CoT: initial state을 input으로 받음 㚉 매 action을 plan하기 전에 chain㎿of㎿thought 생성
• ReAct: current state를 기반으로 next action 㚉 reasoning output

Overall Results

• Closed㎿loop agents are superior
• Poor feedback incorporation leads to decreased asynchronous performance

• Synchronous and asynchronous
failures are closely related

• Task prioritization is critical
in asynchronous planning



Experiments 㖈 Results

Success and Optimality

Finding 1. Closed㎿loop baselines outperform open㎿loop baselines
Success 기준: Reaching the goal within 1.5 × {𝑜𝑝𝑡𝑖𝑚𝑎𝑙 # 𝑜𝑓 𝑠𝑡𝑒𝑝𝑠}

ReAct 㚉 gpt 4㎿o가 synchronous, asynchronous 모두에서 최고 성능

정성평가 결과 long㎿context로 인한 성능 저하가 나타나는 경우가 많이 나타남
e.g. ReAct 㚉 gemini㎿1.5㎿flash case의 경우 current environment가 아닌

few㎿shot example을 solve하는 경우들이 많음

gpt㎿4o baseline에 대한 task㎿specific success rate를 보면 ReAct가 
대부분의 task에서 highest performance를 기록

Horizon length를 주로 난이도를 판별하는 지표로서 사용하지만 정작
success rate가 그에 완전히 dependent한 것은 아니다



Experiments 㖈 Results

Success and Optimality

Finding 2. Asynchronous successes are less optimal than synchronous ones

𝑂𝑝𝑡𝑖𝑚𝑎𝑙𝑖𝑡𝑦 𝑅𝑎𝑡𝑒 =
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Finding 3. Asynchronous failures make little progress toward the goal

𝑆𝑡𝑒𝑝𝑠 𝑡𝑜 𝐺𝑜 =
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Experiments 㖈 Results

Failure Mode Analysis

Finding 4. Dominant failures in both settings stem from rule violations and goal misinterpretations

64.1㚠

32.1㚠

56.8㚠

34.1㚠

𝑀 =< 𝑆, 𝐴, 𝑇, 𝑅 >



Experiments 㖈 Results

Failure Mode Analysis

Finding 5. Asynchronous recovery is worse than synchronous recovery

While we designed the synchronous and asynchronous datasets to test different capabilities of LLM 
agents, we mainly observe similar transition failures in both settings



Trial …

Why Cooking?



Trial …

Agent Structure



Trial …

Scenario

Level 1.

Level 2.

Level 3.

주문 하나만 처리, 주문 하나에 메뉴 하나만 포함.

주문 하나만 처리, 주문 하나에 메뉴 여러개 포함.

주문 여러개 처리, 조리 과정 중 주문 취소, 변경 사항, 주문 추가 등 동적 상황 발생 가능

모든 level scenario에 손님 개인 custom은 가능 ㏙고기 굽기 정도, 특정 재료 제외 등 정량적인 timestep 및 객관적으로 
이행 여부가 판별 가능한 것㏚ 㛳 이후 올바르게 수행되었는지 eval 단계에서 확인
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