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Motivation & Contribution
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Environment Settings

Collaboration Capability

e LLM-MAS Ll task= CHS 4-tupleZ H9|: T = (G,E,P,R)

(G: natural language description of the task goal, E: description of the environment,
P: optional natural language guidance (recipes, helpful hints, task constraints),
R: Referential Action Trajectory (RAT))
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Initiating Collaboration

1. Initiating Collaboration > ¢tA[0| SAUS I == 2H oty ’ (GoP,3) — B,
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Environment Settings

Evaluation
» Trajectory Efficiency Score (TES)
hi = {a},a%,-- .0k} DI —max{d|V1<i <---<ig<n
-— 1+ D h mazx =1 d > Nk,
TES(hk) = max; {( B?) maazc( kgk)} _] B e d
mg+ B4ng {gz} ER s.t. @y, = 01,8i; = g2,...,0i; =gi} (2)
Agente| K| Az A|ZATLZH HE A|ZA(RAT) 2F L0t B X=X £, A BEE + 5= HHE| 2t

» Incremental TES (ITES)
ITES(a, hy) = TES(hi U a) — TES(hy)
Individual collaborative action2| 2= 7}

 Evaluation metrics

1. Progress Completeness (PC) 2. Initiating Capability (IC) 3. Responding Capability (RC)
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Benchmark

Environment

« Grid-based kitchen simulation &2 testbedZ Al

oHd Lo 2| 2 =51=3 (e.g. dispensers, utensils, counters, delivery location) interactive elementS= &84.

=Eo ; : P i = = - p —
AgentS<2 function format2| predefined actionSZ s elementSot A4S, Aclon Sonce for hpent K 1ce
2. cut(choppi;g_board_name)
3. stir(blender_name)
. 4. place_obj_on_counter()
TaSk COﬂStrUCtlon 5. put_obj_in_utensil(utensil)
6. wait(num)
C il L Acquiring Processing the Ingredients Acquiring Processing the Ingredients Total Number of Action Space for Agent Bob:
omplextty LeVel  New Ingredients by Agent Alice a New Dish by Agent Bob Collaborative Actions 1. pickup(obj,place)
Level 1 1 0 0 1 2 2 cook(potﬁname)
Level 2 ) 1 1 5 3. place_obj_on_counter()
; 4. put_obj_in_utensil(utensil)
Level 3 1 1 1 : 7 5. fill_dish_with_food(utensil)
Level 4 2 1 1 2 9 6. bake(oven_name)
Level 5 2 2 1 3 12 7. deliver()
Level 6 3 3 1 4 17 8. wait(num)

= 307H task (recipe) 244,

Minimum number of collaborative actionsO| (L2} 6CHA|2 LHO| = M2 3},



Benchmark

Resource Isolation

- 2 agent:= resource-isolated Part I. Overcc}pked-Collaboratlon Benchmark

sub-environmentiA &= \Envi

! ronment :
AFS b interaction =7t counter Task: Baked Potato Slices
Ol 7S Description

- Collaborative dependency &=

1. Slice a potato i ‘ a
2. Bake the potato

3. Deliver the potato ——yp
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Experiments & Results

Benchmark Overview

« HHO|E (min collaborative action num / min timestep)0i| (2t taskE 6THA|IZ M3t
- 2-agent &% 7tH

Agent A (87tX| action ==, 47}X| interactive element 2 7t5)
Agent B (671X| action =&, 57tX| interactive element &2 7}s)

Models

o L[}t size (7B ~ 671B+)2| 137 LLMZ foundation modelZ ALE

Open-source: DeepSeek-R1, DeepSeek-V3, Qwen2.5 (7B, 14B, 32B, 72B), Llama-3.1 (8B, 70B)
Closed-source: GPT-40-1120, Claude Sonnet 4, o4-mini, 20 _
o1-mini, GPT-3.5-turbo-0125
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Experiments & Results

Task Completion Efficiency

Level 1 Level 2 Level 3 Level 4 Level 5 Level 6
SR PC SR PC SR PC SR PC SR PC SR PC

GPT-4o0 94.00 8592 86.00 8496 68.00 76.61 3400 4442 200 29.13 4.00 2245

Closed Claude Sonnet 4 100.00 96.00 100.00 98.67 96.00 9582 92.00 9448 74.00 78.15 58.00 60.69
Source 04-mini 92.00 90.93 100.00 89.60 96.00 86.15 86.00 88.39 62.00 68.59 54.00 60.79
ol-mini 70.00 7418 200 3636 0.00 33.60 0.00 2480 0.00 2028 0.00 13.07
GPT-3.5-turbo 4200 6820 800 4342 000 3644 0.00 2474 000 1521 0.00 12.03
DeepSeek-R1 100.00 96.53 100.00 94.40 98.00 91.10 82.00 82.75 44.00 49.79 30.00 48.33
DeepSeek-V3 88.00 77.74 76.00 7190 56.00 66.61 2200 50.01 400 3041 6.00 3344

Open Qwen2.5-72B-Instruct 78.00 76.84 64.00 68.00 14.00 46.88 8.00 3080 0.00 22.67 0.00 1845
Source Qwen2.5-32B-Instruct 64.00 7336 4400 62.02 14.00 4008 4.00 3378 200 22.16 0.00 1893

Qwen2.5-14B-Instruct 3200 5036 400 2666 0.00 2441 0.00 1900 0.00 1414 0.00 1427
Qwen2.5-7B-Instruct 800 4479 000 13.00 000 929 000 835 000 557 000 451
Llama-3.1-70B-Instruct  70.00 75.42 4200 63.15 22.00 5458 6.00 4504 000 29.77 0.00 17.69
Llama-3.1-8B-Instruct 400 33.03 000 1549 0.00 1233 0.00 1124 0.00 9.05 0.00 745

 Claude Sonnet 47} |11 &, £9|Lt challenging tasksOl|lA S&E A
« Open-source D= Z0|M DeepSeek-R10| excelstX|2t E2 Z= (GPT-402| 18.6HH)
o JHO|E (Level 4 O|4) taskdM 2= 2R M5 1] -> T scale-up ¢HA|



Experiments & Results

Process-Oriented Evaluation

Closed-Source Models 32B+ Open-Source Models 7B-14B Open-Source Models
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« CHEES RHS0|A RC > IC BSHO| LIE}H > X BtOH -l 2 HSH=0|, HA 2E 2 X0}
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 Simpler tasksOi|A|= reasoning model&0| outperform



Experiments & Results

Human Performance Evaluation

Performance (%)

Level 1 Level 2 Level 3 Level 4 Level § Level 6
M SR W PC mIc RC

« 10 human participantsO0i| Cigt human A& Z1= performance ceiling@ 2 A2
« DeepSeek-R1 ds1t H|WFS M human H50| XISEXOE 4| LIS

ngh -level task abstraction0| 7+t humanzt Ct24| current LLM-MASZ2| shallow memory mechanismsdj|
oot StA| LIEHH



Experiments & Results

Analysis of Collaboration Failures

Effects of Attention Intervention During Initiating Collaboration Effects of Attention Intervention During Responding to Collaboration
Still Correct Bacame Vireng Became Corract Still Wrong Sl Co Bacame Wrong Became Correct St Wrong
100 100
. a 36%
80 80 44% a5%
49% 52%
56% 59%
€5%
v 60 o 60
2 g
4 v 100% - 100%
g 96% 91% 96% . 5 ‘ 93% 96% 97%
; 40 £ 40
3 & 64%
44% 51% 56% % 55%
20 359 41% 20
L] o
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« Collaboration?| d=&/Am HE7} input promptl| attention distributionzt Z& S| HEHEICH= AFA
Case) Initiating Collaboration |: +) Collaborative rules

-) Recipe information

Case) Responding to Collaboration |: +) Environmental observations, collaboration rules

-) Partner instructions



Conclusion

Collab-Overcooked Benchmark

« A framework evaluating LLM-MAS collaboration from end-to-end and process-oriented perspectives

- D39 reasoning 3 &4 Experience Abstraction, Attention-constraints S0i| CHet future work K| A|

Case) Responding to Collaboration |: +) Environmental observations, collaboration rules

-) Partner instructions
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Motivation & Contribution

Motivation

« XA LLMEL short-horizon single-agent environmentOi|A= impressive reasoning, task
planning capabilitiesE 2.

o 2Lt AX| MAIHINC 2/AF ZHE 02 environmentSELH 2M SESH A7 S
1. Time delays

2. Diverse long-horizon tasks
3. Multiple agents

=> Asynchronous planning2| 22!



ROBOTOUILLE

Task Definition

« ROBOTOUILLE taskE time-delayed effect?t = MDPZ 47|
M=<S5AT,R >
State (s € S): s = (84, H;) (S;: observable state elements, H;: set of timer variables)
Action (a € A): grounded action

Transition function (T: S X A — S): returns next state s’ = ($;,1, Hs+1) based on given s and a
Reward function (R: S — {0, 1}): defines the goal of a given task



ROBOTOUILLE

JSON Example

"X icate_defs™: [{
name": "istable",
"param_types": ["station"],
"langu: _descriptors®™: {
"0": "{0} is a table"
b d
"name": "item_on",
"param_type: ["item", "station"],
uage ptors™: ({
"{0} is directly on top of {1)",
L bk
« "{1}) has (0} directly on top of it"
}),. BER]
(a) Predicate Definitions

"conditional",

paran by b o

"condi ns": [{
"pre e": "item_on",
"o "eo["il1%, "s1"),
"is_true": true

31

V1.

" (
"predicate": "“iscooking®,
"params": ["i1"],
"is_true”: true

M1,

" e

"type": "delayed"®,

ram®: "i1%,

predicate": "iscooked",
params®: ["il"],
rue”: true

"predi ": "iscooking",
"param [(BEL=],
- t false

i e
"pred
"param
"A 1€

s
"pred
"params"

ljage_aqe

e": "loc",

: [(EBEE, BedE).,
": true

e*: %loec%,

: [(EpE=, Eai2],

"

« "Move (pl} from (sl) to (s2)"

(b) Action Definitions

"goal®: [{
et 2di
"aras®
"ida®

Vo
"predi
"args"®

P |
"predi
"aras"
" "

P |
"predi
"aras®
" "

bo |
"predi
"aras®
" "
1]

1pt

«s "Make lettuce cheese sandwich on table",

te": “"item _on",
[*bread®, “"table"],

(1, 2)

"

te": "item at®,
["lettuce®, “"table"]),

(3, 2)

te": "item_at",
[*cheese", “"table"],

(4, 2)

te": “item_ at®,
[*bread®, “table"],

(S, 2]

"

te": "clear®,
["bread®],

(5]

(¢) Nested special effects for 'cook’ action

(d) Goal Description
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ROBOTOUILLE - Dataset Details

Synchronous Dataset Asynchronous Dataset
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ROBOTOUILLE

ROBOTOUILLE

-

E --—
OBOTOUILLE | ---

Problem

FI; B

Reasoning: The goal ...
Action: Move robotl from table2 to stovel.

age Acty
LLM Agent [

GoIle lettuce burger

panylonl p of it

Synchronous Benchmark

Synchronous Planning

i

at e
ﬂa’*-
]

Asynchronous Benchmark

Synchronous Planning Asynchronous Planning

A
A
ey 1 e

l""”‘ F-Fi"“ =

Inefficient Efficient

Steps: 25 x Steps: 20




Experiments & Results

Baselines

- |/O: initial state, valid actions, goal2 input2 £ 2ot ™A plan2 output
 |/O CoT: initial state= input2 2 B3 + Ol actionZ plandt?| H0f| chain-of-thought 244

« ReAct: current stateE 7|82 Z next action + reasoning output

Overall Results

» Closed-loop agents are superior
» Poor feedback incorporation leads to decreased asynchronous performance

* Synchronous and asynchronous

failures are closely related Synchronous (%) Asynchronous (%)
» Task prioritization is critical /0 TOCoT ReAct I/0O 1/O CoT ReAct
in asynchronous planning gpt4-o 4.00 14.0 47.0 .00 1.00 11.0
gpt-4o0-mini 4.00 10.0 11.0 0.00 1.00 0.00
gemini-1.5-flash 0.00 13.0 0.00 0.00 0.00 0.00

claude-3-haiku 1.00  2.00 2.00 0.00 0.00 0.00




Experiments & Results

/o 1 7[8} ReAct | Horizon

Success and Optimality CoT Length

Synchronous (%)

1) () 200 400 70.0 10

Finding 1. Closed-loop baselines outperform open-loop baselines ) ) a0 s s | oo
Success 7|&: Reaching the goal within 1.5 X {optimal # of steps} 1 :(("‘.').) (‘)002 ng ;‘z: ?(4,
5| - ) 0:00 o.® 60:0 15
- X M= z
ReAct + gpt 4-07} synchronous, asynchronous 250|A 2|11 M5  Sove) 0o 10 me |
- o L @® ®®)
4987t E1f long-context=Z 2let 45 Xof7f LtEfLl= BR7F O LIEFE  © 23 ?(fz ;‘:3 jj
e.g. ReAct + gemini-1.5-flash case?| B current environment? Ot L esecvese s s s |l
few-shot exampleZ solvedst= BLS0| B3 ) S (> @) 000 000 200 |57
Total 400 140 470 |
gpt-4o0 baselined| CHS task-specific success rateE 2™ ReAct7t pyemr——
CHEE2| taskO| M highest performanceE 7|5 ) Eifef o) 100 000 200 |21
_ N N ] e (“Tew) 000 000 300 |27
Horizon lengthE& F=Z 0| =& IESH= X|EZ A AFESHK| 2 H&} 3) (@ o) 000 000 400 |37
success rateZ} 30| 23| dependent?t 242 OfL|C} | S 000 000 100 |42
5 ) 0.00 100 0.00 46
Synchronous (%) Asynchronous (%) o) 8(®) : 000 000 108 |19
71 @ : 000 000 000 |42
/O TOCoT ReAct I/O 1/OCoT ReAct .
3] B (@) o () 000 000 000 |46
gptd-o 400 140 470 1.00 1.00 11.0 o B @) (<) (") i P
gpt-4o-mini 4.00 10.0 11.0 0.00 1.00 0.00 > -»)l(st
gemini-1.5-flash 0.00 13.0 0.00 0.00 0.00 0.00 0) B @WISB® =) ) 0w 00 oo |

claude-3-haiku 1.00  2.00 2.00 0.00 0.00 0.00 Total 1.00 100 110 |




Experiments & Results

Success and Optimality

Finding 2. Asynchronous successes are less optimal than synchronous ones

Finding 3. Asynchronous failures make little progress toward the goal

0 I Tiepe |l
Izl Steps to Go = ;f
Izl Iz |l

Optimality Rate =

Synchronous Asynchronous Synchronous Asynchronous

100 100 2 100 100

80 80 80 80
8 B ® @ g€ o 58.67%
& & & %
) ) S 2
g € = - =
g 41.5% g
'2 g % ~ 39.6 ;J:
Q
& & £ =

1 (1, 1.25] (1.25, 1.5] 1 (1, 1.25] (1.25, 1.5] (0,0.5] (0.5, 1.0] (1.0, 1.5] (1.5, &) (0,0.5] (05,1.0]  (10,15] (1.5, =)
Optimality Ratio Optimality Ratio Normalized Steps to Go Normalized Steps to Go



Experiments & Results

Failure Mode Analysis

Finding 4. Dominant failures in both settings stem from rule violations and goal misinterpretations

M=<S5AT,R>

Synchronous Asynchronous

1%

101%

Total: 53 lIotal: 89

Failures
[S] Misunderstands Predicates
| T] Violates 'Hold one item' rule
[T] Violates 'One item at station’ rule
[T] Violates both rules
[C] Bad Start
|G| Both Uncertainties
[G] Ingredient Uncertainty
[C] Order Uncertainty
[A] Invalid Action




Experiments & Results

Failure Mode Analysis

Finding 5. Asynchronous recovery is worse than synchronous recovery

Synchronous Asvnchronous
‘ B Failures Bl Failures
0 SUCUESe B Socoesses

Median (failures)

- == Quaasrtiles (failun=s

-
7.00

—=e Median (fatlures)

- Quiartiles (Gsilure)

ra
o

Frequency
™)

0 4 8 12 16 20 24 28 0 4 8 12 16 20 24 28
Repeated Transitions

Repealed Transilions

While we designed the synchronous and asynchronous datasets to test different capabilities of LLM
agents, we mainly observe similar transition failures in both settings



Trial ...

Why Cooking?



Trial ...

Agent Structure Orchestrator (Planner)

- 3 * Action Agents (Actor)

timestep 0

0 =
- 201%

- Orchestrator
1) =20l Z&HE ol &el, DBOIAM siT 472 recipe Q!
(Oltf orchestrator?| planning 5212 ZX3l0k5H= bench0|7|0f| DB Wi recipe= AI10| Z22 14)

2) Recipe 7|9t SERVEZHA| A|H QI planning &

(Ol multi-agent &0l R2|3HA planning 3liE2t 27, 7|I2HM 2 3-agent &8 7Hd)
(planning2 2} timestep ©2 2} agent2| action2 action_libraryS 7|2t 2 X|H5H= )
(Ol orchestrator?} 448t plan2 2 E W queue HEHZ XE)

timestepn (n=1)

- Action Agent

32k timestep noll orchestratorOflA|A S0tz R 43

SM LY collision2 112{/FAIL CH4} X, 0|0] CH2 agentOf| 2|3l occupy & 7| 2 navigate E|X|2t O™ &l
- Orchestrator

Orchestrator= 7|28 22 timestep 0 0| E2 & S&I6HA| Z3.

timestep 0 O|%Z orchestrator?} triggerzl= 2212 3 A M| 7HX]:

NMER FE2, FEHY, TE FA S 58 HE A ZX|

2) Action AgentE & StLIEHE FAIL ZX|

3) Orchestrator?t Z%dst scheduleE 25 $&3M=0l| OF2] SERVEE|X| %2 O =7t /UAS
Termination

- B E 0|%7t SERVEE.

- Z|cH timestep 4= =3} (0HR 3A & ZAN)



Trial ...

Scenario

LevelT.
2 ST K2, 2 Lol Hi stitor et

Level 2.
Z2 SiLiBH K2|, F2 stol| o of2ioh Zgt,

Level 5.

X2 ol2{l 2|, T2 E E 2 A4

S A, 3

27t S S Al 7
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2 E level scenariodl| 2 7HQl custom2 75 (7] 27| Bk, EH M=Z A2l S H2FHQI timestep & X O
O 27} IHH 7ttt A) - O|F SHIEA| &/} =X] eval THAIO| A =24l






